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ABSTRACT 

Mobile devices are being used in more and more adverse 

noise environments. This increases the requirements for 

designing headsets for these devices. Regardless of the limi-

tations for larger battery life some designs use multiple mi-

crophones to achieve appropriate noise suppression. Unfor-

tunately the most common approaches for designing the 

beamformer do not provide good results due to the complex 

way that the sound generated by the mouth travels around 

the head to  reach  the area around the ear, where the headset 

is usually positioned. In this paper we propose a data driven 

approach for designing a time invariant beamformer using 

set of calibration files. The approach is illustrated with the 

evaluation of a beamformer for binaural headset. As evalua-

tion criteria are used the improvements in output Signal to 

Noise Ratio (SNR) and objective evaluation of the percep-

tual sound quality. The proposed design approach delivers 

6.8 dBC improvement in SNR and 0.46 MOS points im-

provement in sound quality, compared to a single micro-

phone.  

 

Index Terms — Sound Capture, Headsets, Microphone 

Array, Beamforming 

1. INTRODUCTION 

Mobile phones and other mobile and small form factor de-

vices are increasingly being used in environments with high 

noise levels. As a result, mobile device users are using head-

sets with their telephones. Users have the option of either a 

wire or Bluetooth wireless technology to connect their head-

set to the device. For reasons of comfort, convenience, and 

style, most users prefer headset designs that are compact and 

lightweight. Typically these designs require the microphone 

to be located at some distance from the user’s mouth. This 

positioning is suboptimal, and when compared to a well-

placed, close-talking microphone, yields a significant de-

crease in the signal-to-noise ratio (SNR) of the captured 

speech signal. Many mobile phones already contain enough 

memory and are used as portable media players as well. To 

provide good listening quality users wear dual earphone 

headsets, in most of the cases placed at the beginning of the 

ear canal. Such unobtrusive design practically excludes us-

ing even a short boom for the microphone, which places it 

further away from the mouth. Placing the microphone near 

the cheek as in short boom headsets leads to 6-7 dB de-

crease of the SNR, while placing it in or around the ear (in-

tegrated with the headphone) leads to a drop of 10 to 14 dB.   

One way to improve the sound capture performance of 

the headset is to use multiple microphones configured as an 

array. Microphone array processing improves the SNR by 

spatially filtering the sound field, in essence pointing the 

array toward the signal of interest, which improves overall 

directivity [1].  

Incorporating a microphone array into a headset 

presents a unique set of challenges. For example, conven-

tional methods of far-field beamforming, e.g. [1][2], cannot 

be directly applied because the user’s head is located in the 

path between the sound source (the mouth) and the array 

[3]. In addition, size, power, and cost requirements limit the 

number of used microphone elements, typically to two, in 

rare cases three.  

Placing the microphone array on the head means that it 

will move and rotate together with the user’s head. Even if 

the noise sources do not move, their position in the micro-

phone array coordinate system will change due to the head 

movements. This, together with the restrictions in the avail-

able CPU power due to limitations for the battery life, ex-

cludes using of advanced adaptive algorithms. They place a 

null towards the noise source, improving the SNR, but need 

time to adapt. Frequent movements will reduce the gain 

from the adaptive algorithm. Two microphones limit the 

ability to place null while maintaining the constraint for unit 

gain and zero phase shift for the direction towards the 

mouth.  

The design of a time invariant beamformer assumes iso-

tropic ambient noise – usually the worst case scenario. Most 

of the designs assume channel matching as well. In the 

headset case we have additional factors, which complicate 

the design [4]:   

 The mouth has frequency dependent directivity pattern 

– it is less directional in the lower part of the frequency 

band, has higher directivity for frequencies above 

1000 Hz.  

 The sound, emitted by the mouth, warps around the 

head in different way for different frequencies. 

 The frequency distortions are position dependent, which 

requires different corrections for each position.   



In [5] authors mitigate the effect of the position dependent 

frequency distortions by applying correction filters in front 

of each of the three microphones of the small three element 

microphone array for headset. They used the algorithm from 

[6] to design a conventional time invariant beamformer. The 

correction filters are measured using the actual microphone 

array and a close talk microphone as reference channel.  

In this paper we take this approach one step further and 

design the entire beamformer based on the reference chan-

nel. The second chapter of this paper reviews the time inva-

riant beamformer. The third describes the design procedure. 

The experimental results are presented in fourth; they are 

discussed in the fifth chapter.   

2. TIME INVARIANT BEAMFORMING 

Consider an array of M microphones with known positions. 

The sensors sample the sound field at locations 

 , ,m m m mp x y z  where  1, ,n M   is the microphone 

index. Each of the m  sensors has known directivity pattern 

( , )mU f c , where f  is the frequency and c  represents the 

location of the sound source in either radial or rectangular 

coordinate system. The microphone directivity pattern is a 

complex function, providing the spatio-temporal transfer 

function of the channel. For an ideal omnidirectional micro-

phone, ( , )mU f c  is constant for all frequencies and source 

locations. A microphone array can have microphones of 

different types, so ( , )mU f c  can vary as a function of m . 

In this study, we process the frequency bins indepen-

dently. Accordingly, for a sound source ( )
TcS f at a location 

Tc , the signal captured by each microphone can be 

represented as:  

 ( , ) ( , ) ( )
Tm m m T cX f p D f c S f  (1) 

where ( , )mD f c  represents the delay and the decay due to 

the distance between the source and the microphone. This is 

expressed as 
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where   is the speed of sound and ( , )mF f c  represents the 

spectral changes in the sound due to the directivity of the 

human mouth and the diffraction caused by the user’s head. 

In headset case, the signal decay due to energy losses in the 

air can be ignored. The term ( )mA f  in equation (1) is the 

frequency response of the system preamplifier and analog-

to-digital conversion (ADC). In most cases we can use the 

approximation ( ) 1mA f   for the work band. Assuming that 

the audio signal is processed in frames longer than twice the 

period of the lowest frequency in the frequency band of in-

terest, the signals from all sensors are combined using a 

filter-and-sum beamformer as:  
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where ( )mW f  are the weights for each sensor m  and fre-

quency f , and ( )Y f  is the beamformer output. Through-

out this paper the frame index will be omitted for simplicity. 

The set of all coefficients ( )mW f  is stored as an xN M

complex matrix W , where N  is the number of frequency 

bins in a discrete-time filter bank, and M is the number of 

microphones.  

The beampattern ( , )B f c  in the free field is given by 
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which leads to isotropic ambient (correlated) noise suppres-

sion: 
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Here V  is the set of coordinates on a sphere around the 

microphone array with radius the average distance to the 

noise sources. The instrumental (uncorrelated) noise sup-

pression is given by: 
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For given ambient and uncorrelated noise variances ( )A f  

and ( )I f respectively, the output noise variance is: 

 2 2

AN A IN IG G    , (7) 

Frequency indices are omitted for simplicity.  

3. DATA DRIVEN BEAMFORMER DESIGN 

Time invariant beamformer design is the process of finding 

a matrix W  that is optimal in one or another way. The de-

sign process happens before using the microphone array and 

the weights remain unchanged during the actual signal 

processing. In real conditions ambient and instrumental 

noises should be added to the equation (1). They usually are 

modeled as zero mean Gaussian random variables: 

 ( , ) ( , ) ( ) (0, ) (0, )
Tm m m T c A IX f p D f c S f      . (8) 

Then the design goal for classic minimum variance distor-

tionless response (MVDR) beamformer can be presented as 

minimizing the noise in the output under the constraint of 

unit gain and zero phase shift towards the listening direc-

tion: 
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The minimization of (9) can be done analytically if all ele-

ments of (2) are known in analytical form, or numerically if 

some of them are measured and known only as set of values. 



If the source signal ( )
TcS f  is known and wideband, i.e. 

covers all frequencies, then we can find beamformer 

weights optimal in minimum mean square (MMSE) sense: 
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or in log-MMSE sense: 
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In previous two equations we switched to discrete frequency 

domain, where k  is the frequency bin index, n  is the frame 

number and N  is the total number of frames. In our case we 

do not have an analytical expression to minimize, we even 

do not know the frequency distortion ( , )mF f c  in (2).  

From this perspective (10) or (11) can be solved numer-

ically, using some of the methods for mathematical optimi-

zation (gradient descent, for example). As the coefficients in 

W  are complex, the number of parameters for optimization 

doubles (real and imaginary parts) and is equal to 2M  for 

each frequency bin. Strictly speaking we do not have to im-

pose any constraints during the optimization above, but with 

the multidimensional optimization we can have more free-

dom by adding additional requirements. This helps the op-

timization process in cases when the gradient in one or more 

dimensions is very small. In our case the combined optimi-

zation criterion Q  can be: 
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where lQ  are partial criteria with their weights lp . As par-

tial criteria we can use:  
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  , or the log-MMSE case 

from (11), which is the main optimization criterion;  

 2 ANQ G , 3 INQ G , which are theoretically esti-

mated from (5) and (6);  

 
 4 1Q  WD , which is the unit gain and zero 

phase, theoretically estimated. 

4. EXPERIMENTAL RESULTS 

Using the methodology above we designed a beamformer 

for two element microphone array. Microphones are unidi-

rectional cardioid and point towards the mouth. The micro-

phone array is unobtrusive and integrated with the head-

phone, i.e. the microphones are placed on the earbuds at the 

beginning of the ear canal – see figure 1.  

There are several ways to have the source signal for 

beamformer design. One of them is a human speaker can 

wear an additional headset with a close-talking microphone. 

The problems here are that even the close-talking micro-

phone picks up ambient noise, and that it is difficult to en-

sure that a human talker covers the whole frequency band 

with enough energy. For these reasons, we used a Head and 

Torso Simulator (HATS) for our design, as in Figure 2. 

Proper measures were taken to remove the dependency on 

the HATS and the manufacturing tolerances of the micro-

phones. In an anechoic chamber we played a wideband chirp 

signal (linear frequency, 100 – 7000 Hz, 0.25 sec, 10 repeti-

tions) through the HATS’s mouth simulator and recorded 

the sound with a measurement grade microphone, placed in 

front of the mouth. Then a proper inverse filter ( )HATSh k  

was designed in order to preprocess all sound files before 

playing them through the mouth of the simulator. In the 

same chamber a high quality loudspeaker, positioned in 

front of the HATS played the same chirp signal and it was 

recorded by the measurement microphone and the two car-

diod microphones of the microphone array. Correction fil-

ters ( )Lh k  and ( )Rh k , for the left and right channels corres-

pondingly, were designed to compensate for manufacturing 

tolerances in sensitivity and frequency response. These fil-

ters were used to preprocess all further records.  

As a training data set we used the same sequence of 10 

chirp signals. The development set consisted of male and 

 
Figure 2. HATS with microphone array and headset. 

 
Figure 1. Microphone over the earbud. 



female voices saying ten short utterances each. The test set 

was another set of male and female voices saying a different 

set of ten utterances. All sequences were played trough the 

HATS mouth in normal reverberant conditions (office, 

RT60=310 ms) with three types of simulated noise: office 

noise at 55 dB SPL; café noise at 65 dB SPL; train station 

noise at 75 dB SPL. The noises were played through four 

speakers to simulate an ambient noise environment. The 

HATS was wearing the microphone array in its ears. A mul-

tichannel recorder was used to record the signals from the 

two microphones, the signal from a close-talking micro-

phone, and the undistorted source signal, sent to the artifi-

cial mouth. As a result we had synchronously recorded all 

signals necessary for the design. After correction of the two 

microphone signals with ( )Lh k  and ( )Rh k  all signals were 

converted to frequency domain using MCLT [8].  

Evaluation of the design was done based on the output 

SNR and the perceptual audio quality. The SNR was meas-

ured as the proportion of the average energy of the speech 

and noise frames. To increase the precision the frame classi-

fication was done using the clean signal. The perceptual 

sound quality was measured using PESQ algorithm [9].  

The final goal of the beamformer design is not to sup-

press noise, or to minimize the mean square error, or the 

log-MMSE. It is actually to make the output sound better, 

i.e. to maximize MOS. This is why we did the optimization 

in two stages. The first is the optimization problem, de-

scribed in the third section, using the training set and either 

MMSE or log-MMSE as the main criterion. Then the solu-

tion was used to process and evaluate the development set. 

The average MOS result was used for tuning the parameters 

weights 1 4p p . This procedure was completely automated 

using another gradient descent procedure, which ensured 

that both MMSE and log-MMSE algorithms are at their 

best. The final evaluation of each solution was done using 

the test set. The results are shown in table 1. All SNRs are 

C-weighted and are in dBC. The MOS results are provided 

by PESQ algorithm. Optimal weights for MMSE and log-

MMSE and computed MMSE and LCD are shown as well.   

5. DISCUSSION 

The proposed data driven beamformer design avoids the 

direct measurement of the frequency responses in the points 

of the microphones and their directivity pat-

terns. The correction filters will be incorpo-

rated into the beamformer anyway. This de-

sign allows indirect optimization of what ac-

tually matters – the perceptual sound quality 

on the beamformer output. The log-MMSE 

design shows minimal improvements com-

pared to delay and sum. To counter the trend 

of this algorithm to reduce the noise even by 

suppressing the signal the secondary optimi-

zation increased the weight of the instrumen-

tal noise gain and the unit gain requirement. 

The MMSE design provides best perceptual sound quality 

and noise suppression. As in this algorithm the noise has 

lower importance the secondary optimization increased the 

weight of the noise gains. The improvement in SNR is in the 

range of 4.4 to 6.8 dBC. While this improvement is not sub-

stantial, the improvement of 0.46 in perceptual sound quali-

ty is well audible.   

The question remains how robust the designed beam-

former is to the manufacturing tolerances of the micro-

phones. In all cases an autocalibration procedure [10] should 

be used. There was no formal study how robust it is to the 

variations of the human head size and shape, but ad hoc 

experiments with human subjects confirmed the improve-

ments in SNR and MOS.  
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Table 1. Results for SNR and MOS. 

Channel MMSE LSD SNR Impr. MOS Impr. 

Left microphone 0.05340 1.13440 13.75 

 

2.339 

 Delay and sum 0.05662 1.06010 17.99 4.24 2.548 0.209 

MMSE optimized,  

1.00,1.209,1.244,0.034 0.04070 1.04801 20.63 6.88 2.876 0.459 

log-MMSE optimized, 

1.00,0.058,1.115,0.924 0.04640 1.00480 18.16 4.41 2.567 0.328 

 


