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ABSTRACT

This paper addresses the problem of adaptive noise cancelling with
low signal-distortion. The proposed canceller consists in adding an
adaptive decoupling filter to the well-known crosstalk resistant adap-
tive noise canceller (CTRANC) while maintaining the benefits of the
cross-coupled structure. It uses a new cross-coupled structure named
decoupled CTRANC (DCTRANC) suitable for situations where the
noise reference sensor is closely spaced relative to the primary one.
This method is analyzed and results are given in voice communica-
tion context.

Index Terms— noise canceller, noise reduction, distortion,
crosstalk, adaptive filter, speech enhancement

1. INTRODUCTION

The quality of signal enhancement systems, based on adaptive fil-
tering, is highly dependent on the ”quality of the noise reference”.
Any amount of signal leakage into the noise reference quickly re-
sults in signal distortion and poor noise cancellation. Many algo-
rithms have been proposed in order to deal with crosstalk in adaptive
noise canceller (ANC). Each of them can be characterized according
to its structure. In fact, we can differentiate forward from backward
methods. In this work we focus on the second one and propose both
a new structure and an algorithm which reduce signal distortion and
improve noise cancellation by reducing gradient estimation noise
and misadjustment errors at the same time. In their work [1], Al-
Kindi and Dunlop have shown that the gradient noise decreases the
performance of the cross-coupled canceller known as CTRANC, for
crosstalk resistant adaptive noise canceller defined in [2], especially
when the filters adaptation is done jointly. In addition, as proved by
Ikeda et al.[3, 4], misadjustment errors in the adaptive filters may
introduce reverberation. To cope with this problem, they proposed
an ANC (Figure 1) based on the estimation of the signal-to-noise-
ratio (SNR) so as to control the step sizes of the two main adaptive
filters (W1, W2). Further development regarding signal distortion
were given by Sato et al. in [5] with introduction of time variable
subfilters step sizes (µSAF1,µSAF2), dedicated to SNR estimation.
In this paper we address the problem of reducing both reverberation
and signal distortion caused by crosstalk and improving noise can-
cellation by adding a front-end adaptive decoupling filter. This new
structure is called decoupled CTRANC (DCTRANC). In Section 2,
the basic concept of the proposed DCTRANC with the normalized
LMS (NLMS) algorithm is explained. In Section 3, performance
of this new noise canceller is evaluated by computer simulations in
comparison with previous works proposed by Ikeda (method A) and
Sato (method B).

Fig. 1. Block diagram of ANC proposed by Ikeda.

2. PROPOSED CTRANC

2.1. Classical CTRANC

The classical CTRANC algorithm consists in a dual joint process
estimator, where the primary signal xpri(k) and the reference signal
xref(k) can be written as

xpri(k) = s(k) + nP (k)

= s(k) +

N1−1X
j=0

hj(k)n(k − j) (1)

xref(k) = n(k) + cR(k)

= n(k) +

N2−1X
j=0

gj(k)s(k − j) (2)

where k is the time index, N1 and N2 are the lengths of the noise and
crosstalk paths (resp. h and g). The crosstalk signal on the reference
is represented by cR(k) and the noise signal on the primary signal
correlated with the noise on the reference is nP (k). The relations
between the inputs and the outputs of the CTRANC system are

e4(k) = xref(k)−
L2−1X
j=0

w
(2)
j (k)e3(k − j) (3)



where w
(2)
j (k) represents the jth coefficient of the adaptive filter W2

at time k and L2 is the corresponding length. These coefficients are
updated according to the equation

w
(2)
j (k + 1) = w

(2)
j (k) + µW2(k) ∗ e4(k)E3(k)

ET
3 (k)E3(k)

(4)

where µW2 is the step size and (.)T denotes the transpose operator.
In the same way, the output signal is written as

e3(k) = xpri(k)−
L1−1X
j=0

w
(1)
j (k)e4(k − j) (5)

where L1 is the number of taps of W1 which are updated according
to

w
(1)
j (k + 1) = w

(1)
j (k) + µW1(k) ∗ e3(k)E4(k)

ET
4 (k)E4(k)

(6)

where
ET

4 (k) = [e4(k) e4(k − 1) . . . e4(k − L2 + 1)] (7)

ET
3 (k) = [e3(k) e3(k − 1) . . . e3(k − L1 + 1)] (8)

are the delayed input sequences to the two filters.

2.2. Gradient estimation noise control

As an instructive example we consider in the following the case
where the sensors SNRs are different (35 dB and 15 dB). The input
SNRs are computed using the ITU-T recommendation P.56 speech
voltmeter (SV56). Babble noise was used as a noise source, and
clean male voice as a signal source with a sample rate of 8 kHz.
Synthetic noise path and crosstalk path impulse responses are shown
on Figure 2. The noise component is generated by convolution of the

Fig. 2. Impulse responses of noise path h (solid line) and crosstalk
path g (dashed line).

noise source with the noise path, and then added to the speech signal
to create a noise-contaminated signal. The reference signal is gener-
ated by adding the noise to the crosstalk generated by convolution of
the speech signal and the crosstalk path. Other parameters are shown
in Table 1. The drawback of all these methods is the need to adjust
precisely the different thresholds (SNRWx) of the two main adap-
tive filters (W1, W2) for the gradient step sizes control. Parameters
given in Table 1 have been chosen in order to avoid divergence at the
output and ensure optimal pursuit of the time-varying noise for each
of these methods for our test conditions.
As said before, gradient estimation noise is crucial for cross-coupled
canceller. To reduce it, we proposed to add a constraint that disable
adaptation of µW1 during periods when the adaptation of µW2 is

Parameter Value Parameter Value
N 64 M 128
L 64 Q 512
µSAF1 0.01 µSAF2 0.001
SNRSF1/2min -7 dB SNRSF1/2max 5 dB
SNRW1min 5 dB SNRW1max 15 dB
µW1min 0.002 µW1max 0.1
SNRW2min -8 dB SNRW2max 14 dB
µW2min 0.002 µW2max 0.1
L1 64 L2 64

Table 1. Parameters settings.

Fig. 3. Step sizes behavior: µW1 (solid line) and µW2 (dashed line).

allowed as shown on Figure 3. Hence, it works as a vocal activity
detection1 (VAD) which ensures that W2 is adapted only during pe-
riod when crosstalk is important, thereby eliminating gradient noise
in the adaptation process. In order to evaluate the behavior of the
different methods, we use the following objective measures:

• Normalized energy system mismatch:

∆W (k) = 10log10

"PN−1
j=0 (wj(k)− hj(k))2PN−1

j=0 h2
j (k)

#

• Normalized output:

R(k) = 10log10

" PQ−1
j=0 e2

3(k − j)PQ−1
j=0 xpri2(k − j)

#

• Output distortion:

D(k) = 10log10

"PQ−1
j=0 (e3(k − j)− s(k − j))2PQ−1

j=0 s2(k − j)

#

From Figure 4, we can see that the convergence of W1 is more stable
when the proposed adaptation rule is introduced. In addition, we can
see that all methods fail in the estimation of the crosstalk path since
no one stand below 0 dB. Nevertheless, method A keeps on going far
away the optimal solution while the proposed algorithmic constraint
gives a better solution than method B. The average distortion is dis-
played on Figure 5. We can see that the proposed method provides
a distortion of -17.6 dB thus improving the performance by 9.5 dB
and 14.6 dB in comparison with method B and A respectively. How-
ever, the normalized output is more disturbed and peaks especially

1Note that in the whole paper the upper curve is drawn only to show
speech activity and it is not used in the algorithm.



Fig. 4. Normalized energy system mismatch of W1 (left) and W2
(right).

Fig. 5. Normalized output (left) and distortion (right).

at the end may cause some impulsive amplification. This is due to
the fact that the filter adaptation is frozen, thus rapid change caused
by a strong signal component may introduce misadjustment. At this
point, it is obvious that we need to speed up convergence and reduce
even more misadjustment. That is realized thanks to an additional
filter, which is explained in the following section.

2.3. Mismatch compensation thanks to decoupling filter

Fig. 6. Block diagram of DCTRANC.

In contrast with the usual CTRANC’s equations (3,5), the output
signals of the DCTRANC at time k are given by (see Figure 6)

e(k) = xpri(k)−
L1−1X
j=0

wj(k)xref(k − j) (9)

e4(k) = xref(k)−
L2−1X
j=0

w
(2)
j (k)e3(k − j) (10)

Consequently, the time update equations are

wj(k + 1) = wj(k) + µW1(k) ∗ e(k)E(k)

ET (k)E(k)
(11)

w
(2)
j (k + 1) = w

(2)
j (k) + µW2(k) ∗ e4(k)E3(k)

ET
3 (k)E3(k)

(12)

where

Fig. 7. Normalized energy system mismatch of W1 (left) and W2
(right).

Fig. 8. Normalized output (left) and distortion (right).

ET (k) = [xref(k) xref(k − 1) . . . xref(k − L1 + 1)] (13)

ET
3 (k) = [e3(k) e3(k − 1) . . . e3(k − L2 + 1)] (14)

are the delayed input sequences to the two filters. For each time
sample k, W1 is a duplicate version of the decoupling filter W , in
other words

W1(k) = W (k) (15)

Equations (9, 10, 11, 12 and 15) also define the new algorithm. On
Figure 7 properties of the LMS algorithm are easily visible dur-
ing speech period where the normalized energy system mismatch of
W1 is disturbed. Indeed, for a given filter length, small misadjust-
ment and large adaptation are conflicting design objectives. Figure
8 shows how the decoupling filter W helps to solve misadjustment
problem. We can see that peaks in the normalized output are re-
duced and average distortion is further improved and reached -22.3
dB. Simulations on speech signal of 16 seconds duration prove that
impulse amplification is highly reduced. Here, we can note that W2
is not well learned whatever the method used.

3. MEAN BEHAVIOR

Performance of the proposed ANC was evaluated by computer simu-
lations from the viewpoints of noise reduction and speech distortion
in comparison with method A and method B for different layouts.
We use car noise and babble noise as noise sources. Figures 9 to 11
show the normalized output and the distortion for various SNR in
car noise. For all the considered cases, we can see that DCTRANC
is more efficient than methods A and B. Nevertheless, the solution
presented here may suffer from instability with more adverse noise
conditions. In contrast with the two other methods we need to adjust
thresholds, for example when SNRpri= 10 dB and SNRref = -10
dB. Basically, the same behavior occurs for method A and method
B when crosstalk is significant, more precisely when SNRref is
higher than 15 dB. This has been overcame thanks to the thresholds
we have chosen.



Fig. 9. Normalized output (left) and distortion (right), SNR=(25,5).

Fig. 10. Normalized output (left) and distortion (right), SNR=(20,0).

Fig. 11. Normalized output (left) and distortion (right), SNR=(10,0).

Fig. 12. Distortion: babble noise (left) and car noise (right),
SNR=(35,25).

Figure 12 shows the ability of our algorithm to deal with severe
crosstalk. Finally, to evaluate the robustness of the proposed method
we give in Tables 2-3 distortion values for the two noise cases cho-
sen and two specific configurations that simulate difficult noise and
crosstalk conditions at the same time. For those conditions, DC-
TRANC remains the more efficient.

Babble noise Distortion [dB]
SNR (Pri,Ref) [dB] DCTRANC method A method B

(15,5) min. -29 -15.3 -20
(15,5) ave. -11.6 -3.3 -6.7

(15,10) min. -26.5 -13 -19.6
(15,10) ave. -8.6 -3.5 -6

Table 2. Minimal (min.) and average (ave.) distortion for different
configurations in babble noise.

Car noise Distortion [dB]
SNR (Pri,Ref) [dB] DCTRANC method A method B

(15,5) min. -25.7 -20.8 -23.2
(15,5) ave. -13.7 -5.9 -8

(15,10) min. -24.8 -19.3 -23.9
(15,10) ave. -12 -5.2 -7.8

Table 3. Minimal (min.) and average (ave.) distortion for different
configurations in car noise.

4. CONCLUSION

A new adaptive noise canceller (ANC) with low signal distortion
named DCTRANC has been proposed. It has a front-end adaptive
decoupling filter which coupled with an algorithmic constraint re-
duces gradient estimation noise and misadjustment. Results of com-
puter simulations show that the proposed ANC improves signal dis-
tortion by up to 13 dB in car noise. However, two main drawbacks
have been pointed out. In case of difficult noise conditions, insta-
bility can be observed without change in threshold values for the
gradient step sizes control. In addition, none of these methods cor-
rectly identify crosstalk path. This point will be address in future
research.
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