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ABSTRACT
Hands-free telecommunication systems require acoustic echo con-
trol to cancel echoes that arise from a coupling between loudspeak-
ers and microphones. Acoustic echo suppression (AES) represents a
robust and efficient approach to cope with such echoes. Since AES
applies a frequency selective attenuation of the microphone signal,
it may also affect the near-end speech quality in case of non-ideal
behavior of the AES. In this contribution we present a method to as-
sure reliable suppression of echoes, while minimizing distortions of
the near-end speech. The proposed approach is based on perform-
ing the suppression separately for stationary and non-stationary echo
components. This allows for different optimization strategies for de-
termining the corresponding echo suppression rules.

Index Terms— Acoustic Echo Cancellation, Acoustic Echo
Suppression, Spectral Subtraction.

1. INTRODUCTION

In telecommunication systems acoustic echoes result from an acous-
tic feedback of the loudspeaker signal to the microphone. Echo sig-
nals represent a very distracting disturbance and can inhibit inter-
active, full-duplex communication. This is especially true for sys-
tems including large delay [1], as e.g., todays modern voice over IP
(VoIP) telecommunication systems. Besides their annoyance, acous-
tic echoes can also cause howling due to instability effects in electro-
acoustic feedback loops. Figure 1 illustrates the general set-up of
the acoustic echo control problem. A conventional approach to cope
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Fig. 1. Set-up of the acoustic echo cancellation problem.

with echoes is to place an acoustic echo canceler (AEC) in paral-
lel to the propagation path of the echo signal. In the AEC, a digi-
tal replica of the echo signal is estimated which is then subtracted
from the recorded microphone signal. In standard approaches, the
acoustic echo path is modeled by a linear filter, and the AEC is im-
plemented accordingly, i.e., as a linear adaptive FIR filter [1]. To
model typical echo paths, FIR filters of lengths up to some hundreds
of milliseconds are required which also implies high computational
complexity.

In practice, however, the achievable echo attenuation of the AEC
is often not sufficient due to, e.g., an undermodeling of the echo path
or convergence problems of the adaptive filter. Commonly, these
residual echoes are attenuated by using acoustic echo suppression
(AES). AES is usually realized as a nonlinear post-processor which
attenuates the residual echoes in a frequency selective way [2].

Recently, a number of AES approaches have been proposed that
are similar to the aforementioned residual echo suppression, when
completely discarding the AEC part [3, 4]. These approaches do
not require the identification of the room impulse response, but only
use a rough estimates of the echo power spectrum transfer func-
tion. Thus, these methods are computationally far less complex
than conventional AECs, especially for high sampling rates and long
room impulse responses. Moreover, these approaches provide robust
suppression of echoes even in highly time variant acoustic environ-
ments.

The weakness of the AES systems [3, 4] is that their perfor-
mance is not satisfactory in case of stationary components included
in the loudspeaker signal. These approaches do not distinguish
between stationary and non-stationary echo components. Conse-
quently, noise-like echoes are suppressed as aggressively as speech
echoes, although they are not perceived as annoying. Unfortunately,
such aggressive suppression of stationary echo components leads to
severe distortions of the near-end speech signal. In this paper we
propose a method to mitigate near-end speech distortions, while still
providing sufficient echo attenuation. This is achieved by perform-
ing the echo suppression separately for stationary and non-stationary
echo components, where different attenuation strategies are applied.

This paper is organized as follows. In Section 2 we summarize
the concept of AES. The proposed method for determining the de-
sired echo suppression filters is presented in Section 3. Simulation
results that illustrate the performance of the method and the differ-
ences compared to a standard single filter approach are discussed in
Section 4.

2. ACOUSTIC ECHO SUPPRESSION

In this section we briefly recall the general approach of acoustic echo
suppression. Thereby, we basically follow the method as described
in [4].

The microphone signal z(n) is composed of the acoustic echo
signal y(n) that results from the feedback of the loudspeaker signal
x(n) and the near-end signal w(n). Here, we assume that the room
impulse response can be expressed as the combination of a direct
propagation path, corresponding to a delay of d samples between
the loudspeaker signal and the microphone signal, and a linear filter
gn which models the acoustic properties of the enclosure. Then, the



microphone signal z(n) can be expressed by

z(n) = gn ∗ x(n − d) + w(n), (1)

where ∗ denotes convolution. The short-time Fourier transform
(STFT) domain representation of (1) is given by

Z(k, m) = G(k, m)Xd(k, m) + W (k, m), (2)

where k is the block time index and m denotes the frequency index.
Xd(k, m) is defined as the the STFT-domain correspondence of the
delayed loudspeaker signal x(n − d).

The acoustic echo suppression is performed by modifying the
magnitude of the STFT of the microphone signal Z(k, m), while
keeping its phase unchanged. This can be expressed by

E(k, m) = H(k,m)Z(k, m), (3)

where H(k, m) represents a real-valued, positive attenuation fac-
tor. In the following we refer to H(k, m) as echo suppression filter
(ESF). The optimum values for the ESF H(k, m) can be derived by
minimizing the contribution of the echo components to the output
signal E(k, m) in the mean square error (MSE) sense. It is rea-
sonable to assume that the near-end signal W (k, m) and the loud-
speaker signal X(k, m) are uncorrelated. Then, regarding the results
derived in [5], we obtain

Hopt(k, m) =
E
˘

|Z(k, m)|2
¯

− E
˘

|Y (k, m)|2
¯

E{|Z(k, m)|2}
, (4)

where E{·} denotes the expectation operator, and where

Y (k, m) = G(k, m)Xd(k, m) (5)

denotes the STFT of the echo components in the microphone sig-
nal. Note that, in practice, both the echo power transfer function
|G(k, m)|2 and the delay d are not known and have to be replaced
by corresponding estimates.

A practical approach for the computation of the echo suppres-
sion filter H(k, m) is based on generalized, instantaneous versions
of (4). In [4] it has, e.g., been proposed to use a parametric spectral
subtraction approach analogously to [6]:

H(k, m) =

 

|Z(k, m)|α − β|Ŷ (k, m)|α

|Z(k, m)|α

! 1

γ

, (6)

where α, β, and γ represent design parameters to control the echo
suppression performance. Parameter β will be addressed explicitly
in Section 3. For presentational convenience, we assume α = 2 and
γ = 1 throughout this paper, i.e., H(k,m) can be considered as an
estimate of Hopt(k, m) according to (4). The estimate of the power
spectrum of the echo signal is obtained by

|Ŷ (k, m)|2 = |Ĝ(k, m)|2|Xd(k, m)|2, (7)

where |Ĝ(k, m)|2 represents an estimate of the echo power trans-
fer function |G(k, m)|2 . A method for estimating the echo power
transfer function is, e.g., presented in [4], and an improved solution,
which is robust against near-end noise, is proposed in [7].

The final echo suppression is based on a temporally smoothed
version of H(k, m) in order to avoid artifacts due to fast varying
gain values and to keep the echo attenuation high for a longer period
of time. Thus, (3) becomes

E(k, m) = Hsm(k, m)Z(k, m), (8)

where Hsm(k, m) represents a time-smoothed version of H(k,m).

3. PROPOSED ECHO SUPPRESSION FILTER

The estimate of the echo power spectrum |Ŷ (k, m)|2 according to
(7) is usually not very accurate, since only a fraction of the length of
the true echo path can be covered. To prevent that these inaccuracies
result in residual echoes, the ESF in (8) is computed to attenuate
the microphone signal aggressively such that no residual echo re-
mains. This is, e.g., achieved by intentionally over-estimating the
echo power spectrum in (8) and by a suitable time-smoothing of
H(k,m). When the loudspeaker signal contains stationary com-
ponents such as noise, an ESF based on (6), (8) also aims at sup-
pressing the corresponding echo components. However, due to the
required aggressive tuning of the ESF, this may also lead to a signifi-
cant impairment of the desired near-end speech signal. Additionally,
artifacts like musical tones, as known from noise reduction [8], can
be caused by inappropriate echo suppression filters. In this section,
we present a method for designing the ESF such that a trade-off be-
tween echo suppression and near-end speech distortion is achieved
that can be tuned to a given preference.

For the following discussions it will be useful to express the de-
layed loudspeaker signal Xd(k, m) as the superposition of station-
ary signal components Xs,d(k, m) and non-stationary signal com-
ponents Xns,d(k, m):

Xd(k, m) = Xns,d(k, m) + Xs,d(k, m). (9)

In practice, the non-stationary signal components mainly correspond
to the far-end speech signal, whereas the stationary component, e.g.,
consists of background noise picked up by the microphone at the
far-end. Thus, it is reasonable to assume that both components are
uncorrelated. Introducing the signal model (9) in (6), we obtain

H(k, m) =
“

|Z(k, m)|2 − β|Ĝ(k, m)|2|Xns,d(k, m)|2

−β|Ĝ(k, m)|2|Xs,d(k, m)|2
”

/|Z(k, m)|2, (10)

where α = 2 and γ = 1 has been used.
In case of the ESF according to (6), smoothing or any other

post-processing of H(k,m) cannot be performed differently for the
different echo components. However, different signal characteris-
tics cause different distortions or artifacts in the context of spectral
subtraction. Therefore, it would be preferable to optimize the sup-
pression of the stationary and non-stationary echo components sep-
arately. Non-stationary echoes resulting from speech need to be re-
moved aggressively in order to prevent audible residual echoes. On
the other hand, stationary echoes are not perceived as annoying as
speech echoes. However, such components also contribute to howl-
ing effects due to feedback loops. Stationary echoes should therefore
be removed less aggressively in order to avoid distortions in the de-
sired near-end signal.

The echo suppression approach proposed in this paper is based
on two different ESFs for stationary and non-stationary echo com-
ponents, respectively. This is achieved by introducing a generalized
version of (10) according to

Hg(k, m) = min {Hns(k, m), Hs(k, m)} , (11)

where the ESFs Hns(k, m) and Hs(k, m) are defined as

Hns(k, m) =
|Z(k, m)|2 − βns|Ĝ(k, m)|2|Xns,d(k, m)|2

|Y (k, m)|2
, (12)

Hs(k, m) =
|Z(k, m)|2 − βs|Ĝ(k, m)|2|Xs,d(k, m)|2

|Y (k, m)|2
. (13)



The advantage of the separate formulation of the ESFs is that it
allows for different optimization strategies for the different ESFs
Hns(k, m) and Hs(k, m), respectively. To give an example, the
choice of βns > βs makes the suppression of non-stationary echoes
more aggressive than for stationary echoes. In practical imple-
mentations, the maximum attenuation introduced by Hns(k, m)
and Hs(k, m), respectively, is usually limited by introducing cor-
responding minimum values. Accounting for their different tasks,
Hns(k, m) should be allowed to have minimum values of −40 dB
or even down to −60 dB, whereas −15 dB is already sufficient for
suppressing stationary echo components.

It should be pointed out that, analogously to (8), the actual echo
suppression is not performed by directly applying the echo removal
filters Hns(k, m) and Hs(k, m), but it is based on corresponding
temporally smoothed versions instead. It also should be pointed out
that the temporal smoothing parameters can be optimized separately
for the suppression of non-stationary and stationary echo compo-
nents, respectively.

In the following, we illustrate the different optimization strate-
gies by a realistic example. By introducing the signal-to-echo-
estimate-ratio SERns for the non-stationary echo component

SERns =
|Z(k, m)|2

βns|Ĝ(k, m)|2|Xns,d(k, m)|2
, (14)

and a corresponding definition for the stationary components SERs,
we can rewrite (12), and (13) according to

Hns(k, m) = 1 − SERns
−1, (15)

Hs(k, m) = 1 − SERs
−1. (16)

In Figure 2, Hns(k, m) and Hs(k, m) are compared with each other
as a function for the corresponding SER, where βns = 6 and βs = 2
has been chosen. Furthermore, Hns(k, m) has been limited to −40
dB, whereas the minimum value of Hs(k, m) has been set to −15
dB. As can be seen, Hns(k, m) becomes small already for moderate
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Fig. 2. Comparison of the characteristics of Hns(k, m) and
Hs(k, m) for typical parameter settings.

SER values in order to suppress undesired speech echoes reliably.
Note that values of SER < 0 dB are well possible due to the high
overestimation factor βns. On the other hand, the attenuation by
Hs(k, m) increases only slowly with increasing echo power and is
clearly limited. The behavior of Hs(k, m) basically corresponds to
the suppression rule applied in noise reduction for speech enhance-
ment [1].

Let us now look at the estimation of the stationary and non-
stationary signal components in the loudspeaker signal. The sepa-
ration of stationary noise from non-stationary speech signals repre-
sents a well established signal processing task in speech enhance-
ment [1, 6]. Thus, we can directly apply these methods for the dis-

crimination of the different loudspeaker signal components. Fol-
lowing the approach of parametric spectral subtraction [6], an esti-
mate of the power spectrum of the non-stationary signal component
|X̂ns,d(k, m)|2 is obtained by

˛

˛

˛
X̂ns,d(k, m)

˛

˛

˛
= F (k, m) |Xd(k, m)| , (17)

where the filter F (k, m) is defined analogously to (6), i.e.,

F (k,m) =
|Xd(k, m)|2 − βx

˛

˛

˛X̂s,d(k, m)
˛

˛

˛

2

|Xd(k, m)|2
. (18)

The power spectrum of the stationary loudspeaker signal component
|X̂s,d(k, m)|2 can be obtained using well known methods such as
minimum statistics or spectral envelope smoothing techniques [1].

It should be pointed out that the separation described above is
especially relevant in presence of near-end speech, where aggressive
suppression of stationary echo component would impair the quality
of the desired near-end signal. On the other hand, this is not crucial
if only far-end speech is present, where aggressive suppression of
echoes is required. The degree of separation can be easily controlled
by the parameter βx in (18), where, e.g., a value of βx = 0 cor-
responds to the case for which no separation is performed at all. In
other words, the parameter βx can be used to tune the aggressiveness
of the echo suppression approach to any given preference.

4. SIMULATION RESULTS

In the following we present simulation results for an AES scenario to
illustrate the performance of the proposed method. The evaluation
is based on comparing the single ESF that results for the standard
approach according to [3, 4], and the corresponding ESFs that are
obtained for the stationary and non-stationary signal components.

In the simulations, the loudspeaker signal is composed of speech
and additive colored noise with a signal-to-noise ratio (SNR) of
20 dB. The echo signal has been obtained by convolving the loud-
speaker signal with a room impulse response that has been measured
in an office room. The near-end signal is composed of a speech sig-
nal and additive colored noise with an SNR of 30 dB. The conver-
sation sequence can basically be divided into three periods of equal
length: In the first period only the far-end talker is active, whereas in
the second, only near-end speech is present. The last period repre-
sents a double-talk situation, i.e., both, the far-end and the near-end
speaker are talking simultaneously.

The spectrogram of the microphone signal is depicted in Fig.
3(a). In Fig. 3(b), the spectrogram of the overall loudspeaker
signal |X(k, m)|2 is shown and Figs. 3(c) and 3(d) show the cor-
responding estimates of the non-stationary and stationary compo-
nents, |Xns(k, m)|2 and |Xs(k, m)|2, respectively. The estimation
of |Xs(k, m)|2 has been performed based on variable envelope
smoothing as discussed in [1]. For the separation according to (17),
(18) a fixed value of βx = 2 has been used.

Fig. 4(b) shows the ESF Hns(k, m) for the non-stationary echo
components according to (12) that has been obtained for the consid-
ered conversation sequence. To assure sufficient echo suppression, a
large over-estimation factor βns = 6 has been chosen. Additionally,
the temporal smoothing of the ESF has been performed such that the
echo attenuation is kept sufficiently high during far-end speech activ-
ity. As already indicated by the characteristics of Hns(k, m) in Fig.
2, the attenuation basically toggles between 0 dB and the pre-defined
minimum value of −40 dB: whenever there is speech included in
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Fig. 3. Illustration of the spectrograms of the microphone signal (a),
the loudspeaker signal (b), and the corresponding estimates of the
non-stationary and stationary loudspeaker signal components.

the loudspeaker signal, the echo suppression is high, whereas during
speech pauses, almost no attenuation is performed. As can be seen
from Fig. 4 (c), the ESF Hs(k, m) according to (12) basically shows
a reversed behavior. Due to dominant speech echoes included in the
microphone signal, Hs(k, m) equals to 1 in case of far-end speech.
The same obviously also applies in case of an active near-end talker.
However, in periods of significant levels of stationary echo compo-
nents in the microphone signal, the ESF takes its minimum value
of −15 dB in order to avoid howling effects due to instable elec-
troacoustic feedback loops. Note that the temporal smoothing of
Hs(k, m) is performed such that near-end speech distortions and ar-
tifacts such as musical tones are kept as low as possible. The actual
ESF used for the echo suppression according to (3) is obtained as the
minimum of both ESFs according to (11).

The single temporally smoothed version of the ESF that is ob-
tained from a joint processing of both stationary and non-stationary
echo components according to [3, 4] is shown in Fig. 4 (a). The
smoothing has been performed equivalently to the smoothing of
Hns(k, m) in order to provide sufficient echo attenuation. As can
be seen, the stationary components included in the loudspeaker
signal result in a maximum attenuation for a much larger area in
the time-frequency plane. While this is beneficial with respect to
echo attenuation in case of far-end speech only, this behavior is not
desired during the period of double-talk. As the areas of high atten-
uation in Fig. 4 (a) indicate, the distortion of the near-end speech
signal is much higher than in case of the separate ESFs. It can also
be noted that during periods of near-end talk only (or noise only),
the variation of the values of the single ESF is very high, leading
to perceivable and annoying artifacts such as musical tones [8] .
This behavior can also be avoided for the combined ESF, since it is
mainly determined by its stationary part Hns(k, m).

5. CONCLUSION

In this contribution we present a method to acoustic echo sup-
pression that performs a separate processing of stationary and non-
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Fig. 4. Illustration of different ESFs obtained for the simulations.
(a): joint processing of all loudspeaker signal components [3,4]. (b):
Hns(k, m) according to (12). (c): Hs(k, m) according to (13).

stationary echo components. This allows for an explicit optimization
of the corresponding echo suppression filters with respect to the per-
ceived quality of the desired near-end signal. The simulation results
confirm that during both single near-end talk and double-talk sit-
uations, distortions of the microphone signal can be significantly
reduced compared to standard AES approaches.
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