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ABSTRACT formance can be achieved compared to the use of NL-

The use of a tap-selection approach for stereophonicPr€Processor alone. _In Section 3, we first gxplainthrough
acoustic echo cancellation in frequency domain adaptive Mathematical analysis how XM tap-selection reduces the
algorithms is investigated. We first provide an analysis Interchannel coherence which results in improved condi-
showing how the exclusive-maximum (XM) tap-selection tioning of R. In Section 4, we then extend the XM tap-
scheme can improve the conditioning of the covariance S€lection technique to the frequency domain least-mean-
matrix, hence improving convergence performance. We Sduare (FLMS) algorithm [6] which employs a 50% input
then show how the XM tap-selection can be extended to ©Verlapping factor. We also consider the case of a gen-
the frequency domain adaptive structure by considering &ralized input overlapping factor scheme which is sim-
the frequency least-mean-square (FLMS) algorithm which 112" to the generalized multi-delay filter (GMDIy [7],
employs a 50% input overlap. We also consider the case ofVN€rea > 1 is the overlap factor control between suc-
XM tap-selection under any arbitrary overlapping factor. C€SSive tap-input blocks. Simulation resylts in Sect|or_1 5
Simulation results show approximately 3-6 dB improve- compare the proposed XM-based algorithms employing
ment in convergence compared to existing frequency do-the NL preprocessor with frequency based algorithms em-
main adaptive algorithms. ploying the NL preprocessor alone.
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1. INTRODUCTION

In hands-free teleconferencing systems, stereophonic
transmission can provide telepresence by enhancing
source localization. The stereophonic acoustic echo can-
celler (SAEC) such as shown in Fig. 1, suppresses the
echo returned to the transmission room so as to enable
undisturbed communication between the rooms.

A serious problem encountered in stereophonic systems is
the non-uniqueness problem [1] where the tap-input co- Figure 1: Simplified stereophonic acoustic echo cancellation
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variance matrixR. is highly ill-conditioned for practical

system.

systems. This is due to the high coherence between the

two input signalse; (n) andz,(n) which in turn degrades

the misalignment performance of adaptive algorithms in
general.
troduced to decorrelate the two input signals [2][3] with

the common aim of achieving interchannel decorrelation,

hence improving the conditioning & without affecting
the quality or stereophonic image of the speech.
Although selective-tap algorithms were originally pro-
posed for complexity reduction in single channel AEC [4],
a class of exclusive-maximum (XM) selective-tap algo-
rithms was introduced recently for SAEC applications [5].
This XM tap-selection has been shown to improve the
conditioning of R such that, when used with the non-
linear (NL) preprocessor [2], improved convergence per-
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Many proposed solutions have since been in-

2. THE EXCLUSIVE MAXIMUM (XM)
TAP-SELECTION

The exclusive-maximum (XM) tap-selection criterion [5]
aims jointly to maximize the energy of the selected tap-
inputs whilst minimizing the interchannel coherence at
each iteration. This tap-selection addresses the minimum
coherence condition by constraining tap-selections to be
exclusive such that the same coefficient index may not be
selected in both channels.

Defining L as the filter length such that;(n)
[z;(n),...,xj(n — L+ 1)]T for channelgj = 1,2 and

p(n) = [x1(n)| = |x2(n)| , )



the XM tap-selection matrix is Q(n) = Definingx,; = Q,(n)x;(n) for channelsj = 1,2, the

diag{[ai1(n) q2(n)]} such that at each iteratiom, reduction of interchannel coherence due to the exclu-
elementu of q;(n) and element of qz2(n) are defined  sjve tap-selection can now be observed by noting that the
foru,v=1,2,...,Las cross-correlation function
1 pu € {M maxima ofp}
o = { 0 otherwise r12(0) = r21(0) = E{Z1(n)T2(n)} =0,  (9)
o — { 1 po € {M minimaofp} @ since by virtue of the exclusive tap-selection, we have
0 otherwise Qi(n) ® Qa2(n) = Q1(n)Qz2(n) = 0 where® is de-

fined as the Sdir product. In addition to (9), we also note
thatr2(1) andra (1) in (5) is sparsified byQ(n). Conse-
quently, |S12(f)|? and hence the interchannel coherence
|v(f)|? as defined in (8) is reduced accordingly.

Defining x(n) = [x¥f(n) xI()]T, hn) =
[h1'(n) hi'(n)]” andu as the adaptation step-size [8], the
XM-NLMS weight update equation [5] is then given by

Bi(n + 1) = h(n) +M%@6(2), 3
()1l + 3.2. Effect of XM tap-selection on conditioning ofR.
where]| - [|3 andd are defined as the squarkenormand e now show the improvement in the conditioningRof
regularization parameter respectively. due to the reduction in interchannel coherence brought
about by XM tap-selection as explained in the previous
3. EFFECT OF XM TAP-SELECTION Section. Definingr{-} as the trace operator, the E-norm
of a2L x 2L matrix is then defined as [9]
3.1. Effect of XM tap-selection on interchannel coher- 1 o Y2
ence IR :{ﬁtr{R R}} . (10)
We show the effect of XM tap-selection on interchannel Using the relationR'/2 = UAY2UT, where A =
coherence by first expressing the two channel covariancediag{x SVIREED Y } containing thé eigenvalues of
Toeplitz matrix as R itiollows that
Rll R12 1/2 1/2
R=F r = 4 1 - 1 _
R el R B ey e
(11)

where weE{-} is the mathematical expectation operator.

i which results in the E-norm condition number
Lettingi = /—1 andr;(!) be the auto- and cross cor-

relation coefficients foj = k andj # k respectively, xe[RY?] = |[RYV?| IRV, (12)
we may express cross-power spectrum (across normalizecbeﬁning
frequencyf) between two signals as S S
S — 11 12 7 (13)
S oSl SQI 822
Sip(f)= D mee ™™ f=0,1,....L=1. (5) e may computer{R} using (6), (11) and the relation
f=meo tr{AB} = tr{BA}, such that
Noting that forL. — oo, a Toeplitz matrix is asymptot- L-1
ically equivalent to a circulant matrix if its elements are w{Ry =" [Su() + S22(0)] - (14)

absolutely summable [2], the autocorrelation matrix can

then be decomposed as Using (6), and following similar approach as [2], we now

computetr{R~*} = tr{S~'} by first expressing ! as

—1
R = FLxL _01 Su S Frx 0 -1 _ Sl_l Orxr Inxe —81282_21
0 Fr.ro S21 Sa2 0 Frxr S = 0., S —8, 87! Ioos )
| o ) o S Ca
where0 is anL x L dimension null matrixFr . isthe  \here,,, is an L x L identity matrix and the sub-
Fourier matrix with elements),, = e 2774/ L for p, q = matrices
0,1,...,L—1and o e
S, = [ILxL — 812(S11 823 )}Sllv (16)
S = diag{S;x(0),...,Sjx(L = 1)}, j,k=1,2. (7) S: = [Ioxz —S1:2(S1'S2)]S2. (a7)
Using (5), the squared interchannel coherence function forWe may now express the diagonal matri€gs andS,*
the fth frequency bin can be expressed as of (15) as
Stt = [Iixe — TS (18)
2 ‘SIQ(f)P _ _ ! _ 7
AP = S11(f)Sa2(f) f=01...L=1. (8 Syt = [Iixe — U] 7S5, (19)
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where [T> = diag{|y(0)]* [v(1)[*,...,|7(L — 1)]*}
with the elements as defined in (8). Using (15), (18)
and (19), we can now simplifgr{R~} = tr{S!
hence giving

L—-1

tr{R_l} = Z [1 — |’y(l)\2]

=0

Substituting (14) and (20) into (12), we finally obtain the

THSH ) + 5% (D). (20)

relationship between interchannel coherence and E-norm

condition number oR given as

L—-1

i [Su(l) + 522(1)}}

2 1/2 1
B[R] = 15 (21)
x [ " P S + s;;aﬂ} .

=0

We can now see that due to the exclusive tap-selection,Farxz2r

the reduction in interchannel coherence in (9) will reduce
the E-norm condition number dR in (21) and hence
improved misalignment performance of XM-based algo-
rithms [5] is expected.

4. FREQUENCY DOMAIN ADAPTIVE
ALGORITHMS

We now extend the XM tap-selection to the frequency do-
main LMS (FLMS) algorithm [6] by first definingn as
the block time index. Thegth channel tap-input sequence
of dimension2L x 1 (with 50% overlap factor) is then
defined as

x;(m) = [zg;(mL —L),...,z;(mL+L—-1)]". (22)
For tap-selection, we first express(m) as

x;(m) = [x0,;(m—1) xi;(m)]" (23)

wherex, ;(m) = [z(mL),...,z(mL + L — 1)]T. We

may then subselect the tap-input vectorsxy; (m) =

Q;(m)Xa,;(m) where Q;(m) = diag{q;(m)} such

that (2) is satisfied and
p(m) = [Xa,1(m)| — [Xa,2(m)|. (24)

Hence for each block iteratiom, the subselected over-
lapped tap-input vector is given by
-1) %

Sm)]" (25)

X;(m) = [Xg,;(m

Using (25) and defining

y(m) = J[y(mL),...,y(mL+ L — 1)}T
d(m) = [d(mL),...,d(mL+L—1)]"
e(m) = d(m)—-y(m),

the FLMS employing XM tap-selection can then be ex-
pressed as shown in Table 1 wheris the complex con-
jugate operator ands2 = E{xT(m)x(m)}, d(m) =
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Table 1: XM-FLMS
for each channel = 1,2

A=[1-1/BL)*, k=pl—2N)
P;(0) =02, i=0,...,2L—1
Xa,j(m) = Q) (m)xa,;(m)
x;(m) =[xg,;(m —1) X7 ;(m)]
x;(m) =diag{F2Lx2LXJ (m)}
x;(m) = diag{F2rx2r%;(m)}
y(m) =GO 327 x;(m)h;(m)
e(m) =d(m) —y(m)
P(m) =AP(m — 1) + (1 - 3) Y2, x7 (m)x; (m)
;i(m) =k x [diag{P(m)}] "~ !
B(m+1) =h,(m)+ GOum)X: (m)e(m)

T

0t | v = Pansan | O ],

h(m) } o(m) F[ om }

Lx1
, WlO — , GOl
o | |

OLxrL }

Inxr
Forxor, WP F2L><2L andG' = FQLXQLWIOF;LlXQL.
Instead of 50% overlapping factor as shown in (23), we
may further consider extending the XM tap-selection to
the two channel FLMS algorithm [2] using any arbitrary
overlapping factor. This is similar to the GMD#Fstruc-
ture [7] where improved convergence rate can be achieved
by the successive tap-input frames overlapping controlling
factora > 1 such that forx = 1, a50% overlap between
successive input blocks is obtained as shown in (23). In
addition, the single channel GMDFalgorithm reduces
the delay inherent in frequency domain approaches by par-
titioning the adaptive filter intd< blocks each of sizév
such thatl, = K'N. In this paper, as our aim is to intro-
duce tap-selection for any arbitrasy > 1, we shall only
consider the case wher€é = 1. To incorporate the XM
tap-selection into any arbitrary overlapping factor, we first
note thatz;(n), j = 1,2, is partitioned into overlapping
sections each with siz2.. At each block iteratiomn, the
tap-input sequence for thigh channel can be denoted by

h(m

Faorxor {

OLxL
Orxr

15997
OLxr

[xj(nz;O),...,xj(n1;2l;—-1)TT,
z(r+mL/a—L),

(26)
@7)

x;(m)

a;(m; 7)

wherer = 0,1,...,2L—1 are the tap-input vector indices
for this arbitrary overlapping factor algorithm for which
we shall denote FLM&. Using these relationships, we
can see that fonr = 1, we obtain the FLMS algorithm.
Similar to (1), we can then define . x 1 difference
vector

) = [x2(m)],

wherex;(m), j = 1,2 for this arbitrary overlapping
factor case is as defined in (26) and (27). For the XM
tap-selection, we employ the criterion given in (2). Con-
sequently, the tap-selection matrix for each channel is a
2L x 2L matrix which results in a subselected tap-input

vectorQ, (m)x;(m).

p(m) = [x1(m (28)
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Figure 2: (a) WGN Signal and Normalized Misalignment for Figure 3:(a) Speech Signal and Normalized Misalignment for
(b) NL-FLMS and (c) XMNL-FLMS. (b) NL-FLMSa and (c) XMNL-FLMSx with overlapping fac-
tora = 4.
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