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ABSTRACT

This paper proposes a method for separating speech signals when
there are more signals than sensors. The underdetermined sce-
nario has already been investigated, exploiting the sparseness of
speech signals. These methods employ binary masks to extract
the signals, and therefore, the extracted signals contain loud mu-
sical noise. To mitigate this side effect, a combined continuous
mask approach and post processing scheme is proposed here.
First, the time-frequency points at which each source is active
are estimated based on the sparseness assumption. These values
are used to design continuous masks, instead of conventional bi-
nary masks, to extract target speakers. Then, using the funda-
mental frequency (F0) estimated from each separated speaker,
F0 adaptive comb filters are tuned and used to further enhance
the separation performance and sound quality of the output. Ex-
perimental results show that the proposed combination of a con-
tinuous mask and F0 adaptive comb filtering reduces the detri-
mental musical noise effect under both anechoic and reverberant
conditions with TR=130 ms.

1. INTRODUCTION

Blind source separation (BSS) refers to the problem of estimat-
ing original source signals from their linear mixtures. The gen-
eral approach does not need a priori information about the sources
or mixing process, or about the mixing matrix, sensor or speaker
positions, and the only assumption is the statistical independence
of the source signals [1].
Another important distinction is between experimental setups in
which the number of sensors is equal to or greater than the num-
bers of sources, i.e. determined or overdetermined case, and
situations where the source signals outnumber the sensors, i.e.
underdetermined case.
The scheme considered here refers to the underdetermined case,
where sources are speech signals and both the sensor spacing and
the number of sources are known. Both anechoic and reverberant
scenarios are addressed and more attention is paid to reverber-
ant conditions. We assume that the source signals are sparse in
the time-frequency domain, that is, we believe the sources rarely
overlap.
A binary mask approach has been proposed for the underdeter-
mined case [2]. However, as pointed out in [3], this method
results in too much discontinuous zero-padding of the extracted
signals, producing distortion and musical noise. This side ef-
fect is clearly visible when high energy regions (i.e. formants of
voiced segments) that belong to different speakers overlap. As a
result, the original signal structure deteriorates. However, it can
be partially recovered by exploiting knowledge of speech char-
acteristics such as the fundamental frequency (F0) information.

The system presented here works in two steps. First signals are
separated by means of continuous time-frequency masks, based
on a linear interpolation of direction of arrival (DOA) values.
Then F0 information from each speaker is used to tune comb
filters, which enhance the harmonic structure of the target signals
while filtering out the residuals of interfering speakers.

2. BSS SYSTEM SETUP

A commonly used setup for a BSS system in a real environment
considers M sensors observing N signals, which are modeled
as convolutive mixtures xj(n) =

PN

i=1

PL

l=1 hji(l)si(n− l +
1), j = 1, · · · , M . Using n to indicate a time index, si(n)
represents the i-th source, xj(n) the signal observed by the j-th
sensor, and hji(n) the room impulse response, which models the
delay and reverberation room effects from the i-th source to the
j-th sensor. Here, the underdetermined case is addressed, that is,
N > M , with N = 3 and M = 2 and separation is carried out
in the time-frequency domain. In this domain speech signals
sparseness can be assumed, so that convolutive mixtures turn
into instantaneous mixtures X(ω,m) = H(ω)S(ω,m), where
ω and m are frequency and frame indexes, respectively. H(ω)
is a 2×3 mixing matrix whose j, i-th component represents the
transfer function from the i-th source to the j-th sensor.
S(ω,m) = [S1(ω,m), S2(ω, m), S3(ω,m)]T and X(ω,m) =
[X1(ω, m),X2(ω, m)]T denote short-time Fourier transforms
of sources and observed signals, respectively. Using only infor-
mation relative to observations Xj(ω,m), and knowledge of the
sensor spacing, we can estimate separated signals Y(ω, m) =
[Y1(ω, m), Y2(ω,m), Y3(ω, m)]T by means of the time-frequency
masking method described in Sec. 3. Afterwards, signals Yk(ω, m)
are transformed back to the time domain providing yk(n), k =
1, · · · , N , which will be used as inputs for the F0 based post-
processing step described in Sec. 4. The latter approach is based
on adaptive comb filtering, which exploits F0 variations of voiced
segments to remove the residuals of interfering speakers and to
enhance the target signal.

3. TIME-FREQUENCY MASKING METHOD

3.1. Conventional binary masks

Several methods based on source sparseness have been proposed
for solving the underdetermined BSS problem [2, 4]. Sparseness
implies that most of the signal samples can be considered null in
a certain domain, thus making it possible to assume that sources
overlap at rare intervals [5]. Given that assumption, each target
speaker can be extracted by selecting just those time-frequency
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Figure 1: Continuous mask: linear interpolation.

bins at which the speaker is considered to be active or predomi-
nant from the mixture.
One way to localize such time-frequency bins is to compute the
phase difference ϕ(ω, m) = ∠

X1(ω,m)
X2(ω,m)

between microphones
observations X1(ω,m) and X2(ω, m). Using ϕ(ω, m), we can
estimate the DOA for each time-frequency bin by computing
θ(ω, m) = cos−1 ϕ(ω,m)c

ωd
, where c is the speed of sound and

d is the microphone spacing.
For each frequency index, computing the histogram of θ(ω,m)
reveals three peaks centered approximately on the actual DOA
of the sources, which can therefore be estimated by employing a
clustering algorithm such as k-means. Let the centroid of each
cluster be θ̃1, θ̃2 and θ̃3 where θ̃1 ≤ θ̃2 ≤ θ̃3.
Conventional methods based on the sparseness assumption de-
fine the binary mask as

Mk(ω,m) =



1 θ̃k − ∆ ≤ θ(ω,m) ≤ θ̃k + ∆
0 otherwise

(1)

and extract each target signal by employing Yk(ω,m) =
Mk(ω,m)Xj(ω,m), j=1 or 2, k = 1, . . . , N .
∆ is an extraction range parameter that determines the tradeoff
between separation performance and sound fidelity.

3.2. Continuos mask

Although effective, the above binary mask approach introduces
musical noise [3]. To mitigate this side effect, a continuous mask
is used in place of a binary mask.
The idea is that if the DOA cannot be properly estimated for a
particular time-frequency bin, the sparseness assumption is not
verified for that particular value in the mixture.
The distance of each θ(ω,m) from centroid θ̃i is used as a “reli-
ability” indicator for the underlying mixture value Xj(ω,m) for
computing Yi(ω,m). Consequently Mk(ω,m) will be assigned
a value proportional to that distance.
Thus, each continuous mask Mk(ω, m) is now designed using
linear interpolation, as shown in Fig. 1. Symbols N, H and •,
show the values assigned to masks M1, M2 and M3, respec-
tively, for the specific θ(ω,m) that is being considered.
Other solutions to the linear interpolation are polynomial inter-
polation or directivity pattern based masks as described in [6].

4. POST PROCESSING

Each signal yk(n) extracted by means of continuous masks ac-
counts for the target speaker si(n), i = k, and a certain amount
of residual interference due to interfering speakers si(n), i 6= k.
To improve separation and sound quality, thus reducing musical
noise, an extra processing stage is employed as shown in Fig. 2.
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Figure 2: F0 driven, comb filtering scheme.

In the scheme presented here, the FO-VUV estimation block is
responsible for estimating both the fundamental frequency and
the voiced/unvoiced information from each of the extracted sig-
nals yk(n).
Each signal FOk will then be used to tune one different adaptive
FIR or IIR filter, which will be active only on voiced segments
indicated by the VUVk signal with which it is controlled.
The FIR filter is responsible for the harmonic enhancement of
the target speaker yk(n), while IIR filters suppress interference
caused by the other speakers in the mixture.
The final output y′

k(t) is obtained by selecting the FIR filter out-
put for speech segments labeled as voiced, and the IIR filter out-
put for unvoiced segments. Signal VUVk drives the selection.

4.1. Harmonic enhancement of target speaker

The voiced sections of the signal under consideration, yk(n), are
filtered with an adaptive FIR comb filter [7], whose impulse re-
sponse h(n) is shown in Fig. 3, with its coefficients ai indicated
with a filled circle.
F0 values are not constant during voiced segments of speech sig-
nals as shown in the figure, where successive pitch periods are
indicated with Tm−1 , Tm, Tm+1 and Tm+2, and Tr 6= Tf , for
r 6= f .
To take account of pitch values fluctations, the spacing between
the filter impulse response values ai, is continuously adjusted to
coincide with the spacing of the individual pitch periods Tr of
the waveform being processed.
The pitch period length, at each time instant, is provided by the
F0k signal, which tunes the filter. The effect of this filtering
procedure is that of averaging successive pitch periods of the
target speaker, so that they will add constructively. Since resid-
ual components from interfering speakers do not exhibit present
such periodic behaviour, they will be further reduced by the av-
eraging procedure. This results in the restoration of harmonic
components’ continuity, which reduces musical noise.
We consider this filter to be more suitable for harmonic enhance-
ment because of its fast adaption to F0 fluctuations and linear
phase characteristics. Values ai are the coefficients of a Han-
ning window of length NFIR, and the filter frequency response
is showed at the top of Fig. 4.

4.2. Removal of harmonics of interfering speakers

Unvoiced segments of the target speaker yk(n) during which
competing speakers are voicing, are filtered with an adaptive IIR
comb filter [8], with a transfer function given by

H(z) =

QNIIR

k=1 (1 + αkz−1 + z−2)
QNIIR

k=1 (1 + ραkz−1 + z−2)
,

where αk = −2 cos(kω0), ρ < 1, and ω0 = 2πF0. NIIR

determines the number of harmonics to be cancelled out.
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Figure 3: Adaptive FIR filter and speech waveform with varying
pitch period.
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Figure 4: Frequency response of FIR and IIR comb filters.

The filtering is employed twice, first setting ω0 at the F0l values
of the first interfering speaker, (l 6= k, p), then with the F0p

values of the second interfering speaker, (p 6= k, l). In this way,
harmonics relative to the voiced segments of interfering speakers
si, i 6= k, are removed from signal yk(n).
Despite its nonlinear phase characteristic, this filter is suited for
harmonics removal. This because it provides a more abrupt and
higher cutoff ratio in the frequency locations of interest (see bot-
tom of Fig. 4) than its FIR counterpart. The latter in fact, must
have a short impulse response to satisfy the quasi-stationarity
assumption for voiced segments.

5. EXPERIMENTAL SETUP

Fig. 5 shows the setup used for the experiments. To simulate
an anechoic environment, i.e. TR = 0 ms, we used the mixing
matrix Hji(ω) = exp (jωτji), where τji =

dj

c
cos θi, dj is the

positon of the j-th microphone, and θi is the direction of i-th
source. For the reverberant case, the speech data was convolved
with impulse responses recorded in a real room with a reverber-
ation time TR = 130 ms.
We used the Keele database [9] to test the system performance.
The original audio files were downsampled to 8kHz, delayed
and added in different combinations to form 20 mixtures, each
10 seconds in length.
The sampling rate was 8 kHz while the DFT frame size and
frame shift used to compute Xj(ω,m), were set at 512 and 256
samples, respectively.

Keele Anechoic yk(n) Echoic yk(n)

GER (%) 0.93 3.09 18.11
RMSE (%) 2.50 3.00 3.41

Table 1: Performance of the REPS pitch extraction algorithm,
applied to the original Keele database, and to the output of a
continuous mask separation system for the echoic and anechoic
scenarios. GER (Gross Error Rate) is measured as the percent-
age of the F0 estimates which differ more than 20% respect to
the actual F0 values. The root-mean-squared error (RMSE) or
“fine pitch error”, is computed on the remaining F0 estimates.
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Figure 5: Room for reverberant tests.

Both F0 and VUV data are estimated using the Ripple-Enhanced
Power-Spectral-based (REPS) algorithm [10]. This algorithm
was demonstrated to be very effective in pitch estimation, even
for reverberant signals corrupted by musical noise such as those
we are dealing with. F0 values are used to tune the FIR and IIR
comb filters as described in Sec. 4.
For F0 estimation the frame size and frame shift were set at 336
and 8 samples, respectively. The filter parameters were tuned to
achieve the best results: NFIR = 5, NIIR = 5 and ρ = 0.995.
In the binary mask approach, ∆ was set so that all the values
belonging to each estimated cluster, were used in the design of
the corresponding mask. This also implies that the assignment
of each mixture bin is mutually exclusive, that is, every bin from
the mixture is used for only one target speaker reconstruction.

6. PERFORMANCE EVALUATION CRITERIA

Signal to interference ratio (SIR) and signal to distortion ratio
(SDR) were chosen as measures of separation performance and
sound quality, respectively:

SIRk = 10 log

P

n
y2

ksk
(n)

P

n(
P

k 6=i yksi
(n))2

, (2)

SDRk = 10 log

P

n
x2

jsk
(n)

P

n
(xjsk

(n) − αyksk
(n − D))2

, (3)

where yk is the estimation of sk, and yksi
is the k-th separating

system output when only si is active and sl, l 6= i is silent; xjsk

is the observation provided by microphone j when only sk is ac-
tive. α and D are parameters to compensate for the amplitude
and phase difference between xjsk

and yksk
. To evaluate the

 95



SIR (dB) SDR (dB) SIR (%) SDR (%)

Binary mask
Anechoic 13.50 11.46

Echoic 10.65 8.92

Continuous mask Rel. improvement %
Anechoic 13.86 12.06 2.67 5.24

Echoic 10.55 9.83 -0.93 10.20

Continuous mask + PP Rel. improvement %
Anechoic 14.55 11.84 7.78 3.32

Echoic 11.38 9.50 6.85 6.50

Table 2: BSS results using continuous masks, binary masks, and
a combination of continuous mask and F0 based post processing
(PP).

performance of the proposed methods, SIR and SDR are com-
puted using measurements from both microphones and the best
value is retained.

7. EXPERIMENTAL RESULTS

7.1. Binary mask

For comparison purposes, the binary mask approach is assumed
here as the baseline system, with the results shown at the top
of Table 2. In the anechoic scenario, signals better satisfy the
sparseness assumption, providing histograms of θ(ω,m) with
well localized and sharp peaks along the θ axes, making the es-
timation of θ̃i in (1) more reliable.
By contrast, in the echoic scenario, reverberaration causes sig-
nals to overlap more in the time-frequency domain. This makes
the estimation of θ(ω,m) more difficult and less reliable. This
in turn explains the performance degradation shown in the table.

7.2. Continuous mask

When the estimated DOA for a particular mixture time-frequency
bin, differs considerably from any estimated centroid θ̃i, the
probability of speaker superposition is considered to be higher
than when the DOA coincides with one of the centroids. In such
a case, this time-frequency bin will generate distortion in the
speaker signal selected for the target, whereas there will be in-
formation missing from the spectrograms of the other extracted
signals.
To partially overcome the latter problem, continuous masks are
employed, assigning a weight for each mask that is linearly pro-
portional to the distance of the estimated DOA from each cen-
troid for the bin under consideration.
The results we obtained with this approach are shown in the cen-
tre of Table 2, and demonstrate the advantage of using continu-
ous masks, particularly in the echoic case where DOA estimation
is more difficult. The table also indicates that signal distorsion
(SDR) is generally reduced while SIR shows little overall im-
provement.
A Gaussian interpolation in the mask design was also tested with
similar results.

7.3. Comb filtering + post processing

We applied comb filtering to the output obtained with contin-
uous masks and this provided the results shown at the bottom
of Table 2. While the use of the continuous masks principally
improved the SDR, the main achievement of the comb filtering
was to increase the SIR at the expense of the SDR. This proves
the effectiveness of the comb filtering scheme for eliminating in-
terference and restoring signal harmonics, in both anechoic and
reverberant scenarios.

8. CONCLUSION

A combined continuous mask approach and adaptive comb filter-
ing scheme was proposed for BSS when speech signals outnum-
ber sensors. This method proved to be effective for mitigating
the adverse effect of loud musical noise induced by binary mask
based BSS systems. Both the anechoic and reverberant scenar-
ios (TR = 130 ms) were tested. We obtained improvements in
both the SIR and SDR ratios, and kept the overall computational
complexity low.
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