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zye@bth.se, ngr@bth.se, icl@bth.se
Blekinge Institute of Technology

School of Engineering
37225 Ronneby, Sweden

ABSTRACT

This paper presents a new constrained subband beamform-
ing algorithm to enhance speech signals generated by a
moving source in a noisy environment. The beamformer is
based on the principle of a soft constraint calculated from
an estimated source position. The soft constraint secures
the spatial-temporal passage of the desired source signal
in the adaptive update of the beamforming weights and
guaranties the full rank property of the covariance matrix
inverted in the update. This approach allows for an effi-
cient adaptation of the beamformer to speaker movement
by using a tracking algorithm for sound source time-delay
estimation. The proposed method has the benefit of tak-
ing into consideration the discrepancies in the acoustical
environment model as well as errors in the time-delay es-
timation. Evaluation in a real environment with a moving
speaker in a hands-free situation shows up to 10 dB noise
suppression and 20 dB interference suppression within the
conventional telephone bandwidth. This is achieved with
a negligible impact on target signal distortion.

1. INTRODUCTION

Microphone arrays in conjunction with digital beamform-
ing techniques have been extensively exploited for speech
enhancement in hands-free applications, such as confer-
ence telephony, speech recognition and hearing aid de-
vices [1]. In a hands-free environment, microphones are
placed at a remote distance from the speakers causing prob-
lems of room reverberation, noise and acoustic feed-back.
Successful microphone array processing of speech should
achieve speech dereverberation, efficient noise and inter-
ference reduction, and should also provide an adaptation
capacity to speaker movement.
In the microphone array literature many algorithms ad-
dress these issues separately. Beamforming techniques
using optimal filtering or signal subspace concepts have
been suggested [1, 2]. Many of these algorithms rely on
voice activity detection (VAD). This is needed in order
to avoid source signal cancellation effects [1], which may

result in unacceptable levels of speech distortion. Meth-
ods based on calibration data have been developed to cir-
cumvent the need of a VAD [3, 4]. However, these meth-
ods require a re-calibration of the algorithm whenever the
location of interest is changed. Blind source separation
techniques have open the path to speech separation algo-
rithms such as presented in [5]. Such algorithms do not
require any specific knowledge about the source location.
However, they present a high computational complexity
making a real time implementation impractical.

This paper presents a new constrained subband beamform-
ing algorithm to enhance speech signals generated by a
moving source in a noisy environment without the use of a
VAD. Performance of the proposed algorithm is evaluated
on real data recordings conducted in an office environment
with a moving source. The beamformer is based on the
principle of a soft constraint calculated from an estimated
source position rather than formed from calibration data
as it is done in [4]. This approach allows for an efficient
adaptation of the beamformer to speaker movement by us-
ing a tracking algorithm for sound source localization.

The time-delays estimated by the localization algorithm,
corresponding to the speaker’s location, are used directly
in the beamformer through source covariance estimates.
The objective of the beamformer is formulated in the fre-
quency domain as a weighted recursive least squares solu-
tion. In order to track variations in the surrounding noise
environment, the proposed algorithm continuously esti-
mates the spatial information for each frequency band,
based on the received data.

Similarly to blind speech separation methods, the proposed
method has the benefit of taking into consideration the
discrepancies in the acoustical environment model, such
as microphone mismatches and gain variations, as well as
errors in the source localization. This is achieved by spe-
cific modelling of uncertainties in the desired signal array
response vector as an area expansion of the source. The
computational complexity of the beamformer is substan-
tially reduced by using a subband beamforming scheme
which allows for a real time implementation.
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2. PROPOSED ALGORITHM

2.1. Signal Model

The target speech source s(t) is assumed to be a wideband
source located in the near field of a uniform linear array
of I sensors. The I × 1 array input vector at a specific an-
gular frequency Ω = 2πf , when all the sources are active
simultaneously, is

x(Ω)(t) = x(Ω)
s (t) + x(Ω)

i (t) + x(Ω)
n (t), (1)

where x(Ω)
s (t), x(Ω)

i (t) and x(Ω)
n (t) are the I × 1 received

microphone input vectors generated by the target source,
the interfering sources and the ambient noise, respectively.

2.2. Soft Constrained Beamformer

The output of the beamformer, for a frequency Ω and at a
sample instant n, is given by

y(Ω)(n) = w(Ω)H

n x(Ω)(n) , (2)

where w(Ω)
n is the beamformer weight vector and (.)H

stands for the Hermitian transpose. The proposed beam-
former is deduced from a least squares formulation of the
Wiener solution, with the array weight vector given by

w(Ω)
n =

[
R(Ω)

s + R̂(Ω)
x (n)

]−1

r(Ω)
s , (3)

where

R(Ω)
s = E

{
x(Ω)

s (n)x(Ω)H

s (n)
}

,

r(Ω)
s = E

{
x(Ω)

s (n) s(Ω)H

(n)
}

, (4)

are the spatial source covariance matrix and the spatial
cross covariance vector, respectively. The symbol E{.}
denotes the statistical expectation. The matrix R̂(Ω)

x (n)
is the received signal covariance matrix estimate continu-
ously calculated from observed data by

R̂(Ω)
x (n) =

n∑
p=0

λn−px(Ω)(p)x(Ω)H
(p) , (5)

where λ is a forgetting factor with the purpose of tracking
variations in the surrounding noise environment.
The update of the beamforming weights is done recur-
sively as in [4] by iteratively using the matrix inversion
lemma, with the source covariance matrix R(Ω)

s constitut-
ing a soft constraint. The soft constraint acts as a spa-
tial passband which moderates the weight vector fluctua-
tions generated by the speech discontinuity. Additionally,
it forces the full rank of the total matrix to be inverted
when no noise, interference or speech is present.

Information about the speech location is put into the al-
gorithm by calculating source covariance estimates for a
given location of the source following

R̃(Ω)
s = P (Ω)

∫

Φs

e−jΩτ e−jΩτH

dτ ,

r̃(Ω)
s = P (Ω)

∫

Φs

e−jΩτ dτ , (6)

where P (Ω) is the received source power spectral den-
sity at frequency Ω and Φs = [τ s − ∆

2 , τ s + ∆
2 ] is the

time-delay range corresponding to an area expansion of
the source. Here τ s = [τ1, τ2, ..., τI ]

H is the time-delay
vector estimate of the direct path from the source position
to the microphone array and ∆ is the delay-uncertainty
vector.

2.3. Movement Tracking

An SRP-PHAT algorithm for sound source localization [1,
6] is used for speaker movement tracking in conjunction
with the filtering operations. This information is exploited
to update the spatial source covariance estimates when a
movement of the source is detected. Fig. 1 illustrates the
principle of time-difference of arrival (TDOA) estimation
using a microphone array. The SRP-PHAT algorithm used
to estimate the time-delay vector τ s is formulated as

τ s = arg max
τ

{
I∑

l=1

I∑

k=1

∫ +∞

−∞
Glk(ω) ejw(τ (l)−τ (k)) dω

}

(7)
where

Glk(ω) =
Xl(ω)Xk(ω)H

|Xl(ω)Xk(ω)H | (8)

is the normalized cross power spectrum of the sound sig-
nals received by the microphone pair l and k, and Xi(ω)
is the Fourier transform of the signal received by micro-
phone i.

2.4. Subband Beamforming

A multichannel uniform over-sampled analysis filter bank
is used to decompose the received array signals into a set
of narrow-band signals, prior to the beamformer filtering
operations [4, 7], as depicted in Fig. 2. The outputs of the
subband beamformers are reconstructed by a synthesis fil-
ter bank in order to create a time domain output signal.
The analysis and synthesis filter banks constitute a mod-
ulation of two prototype filters, which leads to efficient
polyphase realization [7]. The spatial characteristics of
the input signal are maintained by using the same modu-
lated filter bank at each microphone.
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Figure 1: Time-delay estimation of a point source signal
relative to pairs of microphones.
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Figure 2: Subband beamforming structure.

3. SIMULATIONS AND RESULTS

Simulations include influence of background noise, hands-
free interference as well as room reverberation. The data
was acquired with a linear array of four microphones uni-
formly spaced with 5 cm spacing and was gathered on
a multichannel DAT-recorder with a sampling rate of 12
kHz. The signal at each microphone was bandlimited to
300-3400 Hz. All simulations were performed with 64
subbands. The room used in the experiment is an office
room of size (3 × 4 × 3 m), with the microphone array
placed in the center of the room. A number of scenarios
have been investigated with different positions of the tar-
get source speaker relative to the microphone array, see
Fig. 3. The simulations were made with speech sequences
of both male and female speakers.
Fig. 4 shows short-time power estimates of a speech sig-
nal, a corresponding single unprocessed microphone sig-
nal, and the output from the continuously processed sig-
nals. A major reduction of ambient noise at low frequen-
cies can be seen. The performance of the algorithm is
given in Fig. 5 as a function of the norm of a uniform
delay uncertainty vector ∆ for a fixed position of the tar-
get speaker. The performance evaluation includes source
speech distortion and suppression of both background noise
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Figure 3: Configuration of microphone array and sound
sources in an office room. Source movement path repre-
sented by the numbered crosses, passed at a speed of one
second per step.

and loudspeaker interference for scenarios with different
signal-to-noise ratio (SNR) and signal-to-interference ra-
tio (SIR). Up to 10 dB noise suppression and 22 dB in-
terference suppression are obtained. It can be seen that
the noise and interference suppression decrease for a rel-
atively large estimated source spread (i.e., corresponding
to a time-delay range above 1 ms). It is accompanied by
an increase in speech distortion.
An error may be introduced by the tracking algorithm when
evaluating the time-delay estimates for the speech source
due to microphone mismatches and in low SNR environ-
ments. The algorithm performance is given in Fig. 6 as a
function of the error in the TDOA estimation. The source
covariance estimates are calculated for a uniform uncer-
tainty vector norm ||∆|| of 750 µs. The proposed beam-
former has proven to be robust to time-delay estimation
errors. It presents a relatively small decrease in perfor-
mance (∼2 dB) with a time-delay error of 1 ms.
Another setup was defined for a moving target source along
a circular path of radius 50 cm, centered at the reference
point to describe a quarter of a circle. The numbered
crosses depicted in Fig. 3 correspond to the speaker’s posi-
tions where the update of the SRP-PHAT algorithm takes
place. Results in Fig. 7 show good speech tractability with
around 9 dB noise reduction while keeping an approxi-
mately constant level of speech distortion as for a non-
moving source.

4. CONCLUSION

A new adaptive subband beamformer for moving source
speech enhancement using time-delay estimation has been
presented. The proposed beamformer is a recursive least
squares algorithm using a soft constraint defined for a time-
delay spread corresponding to an area expansion of the
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speech source. A speech localization algorithm is com-
bined with the beamformer to allow for speaker move-
ment. The evaluation of the algorithm in an office room
shows up to 10 dB noise reduction and 20 dB interfer-
ence suppression. Furthermore, the algorithm provides
good speaker movement tracking, while keeping an ap-
proximately constant level of speech distortion as for a
non-moving source.
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Figure 4: short-time power estimates.
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Figure 5: Performance versus norm of delay-uncertainty
vector ||∆||.
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Figure 6: Performance versus time-delay estimation error.
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Figure 7: Performance versus speaker angular position.
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