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ABSTRACT

We discuss stereo echo cancellation in terms of error allocation
fed back to the echo path estimate of each channel. In stereo
or multi-channel echo cancellation, the output errors between
multi-channel echo paths and their corresponding estimates can-
not be obtained separately but are observed only in a mixed
form at each microphone. Thus, the choice of rule for allo-
cating the mixed error to the channels is important to achieve
good echo path estimation. We propose a new error allocation
strategy, which corresponds to the combination of two allocation
rules: stereo-input-power-balance-based allocation and division-
by-two-based allocation. To control the contribution of these two
rules appropriately, we also introduce statistical amplitude esti-
mation of the unobserved error component.

1. INTRODUCTION

In teleconferencing with someone at the far-end, stereo (or
more generally multi-channel) audio provides a more re-
alistic experience than monaural audio. Stereo echo can-
cellation is an important issue to achieve such communi-
cation with high quality. The non-uniqueness of stereo
echo path estimates is a well known problem [1, 2, 3] and
widely understood to be caused by inter-channel correla-
tion of the loudspeaker input signals. Many approaches
to overcome this problem are based on linear combined
multi-channel adaptive filtering. It straightforwardly allo-
cates the mixed error, which is observed in a mixed form
of output errors of the echo path estimates at each micro-
phone, to each echo path channel based on Wiener esti-
mation [4]. In this paper, we focus on error allocation
strategies, which should not necessarily be limited to the
above straightforward one. In fact, some conventional al-
gorithms [5, 6, 7] can be regarded as being based on dif-
ferent error allocations. We review some of their features
from the aspect of error allocation and propose a new al-
location rule for the stereo echo cancellation algorithm.

2. STEREO ECHO CANCELLATION

In a stereo teleconferencing system, the echoes from two
loudspeakers are picked up in a mixed form by each mi-
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crophone. A mixed echo observed as one microphone out-
put is

2
y(n) = dm(n), (1)
m=1
where d,,(n) = x% (n)h,, for the loudspeaker channel
m(=1,2), where X,,(n) = [xm(n),...,Tm(n—L+1)]T
is the vector of the stereo input signal x,,,(n), where L is
the effective length of the echo path h,, whose elements
are the impulse response between the m-th loudspeaker
and the microphone truncated by L samples. For simplic-
ity, we assume below that the microphone output is com-
posed of only the mixed echo. As an example of a lin-
ear combined adaptive filter, the stereo normalized least-
mean-squares (NLMS) algorithm updates the coefficients
as
[yl<n+1>] _ [131 <n>] .

- h2 (n)

p-e(n) [X1 (n)
hg(’n-i-l)

2 XQ(TL)
> lxe(m)|?
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where I, (n) denotes an estimate of h,,, the mixed error
e(n) = y(n) —di(n) = d>(n), dm (n) = x7, () (n)., 1
is the step-size, ||-|| denotes a vector norm, and 7" indicates
a transposition.
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3. ERROR ALLOCATIONS

In an ideal situation where the output error, e,,(n) =
dm(n) — dm(n), could be obtained separately, the esti-
mate h,, (n) could be updated separately as

h,,(n+1)=h,(n) 3)
and it would be free from multi-channel problems such
as non-uniqueness. However, it is impossible to obtain
em(n) separately, so a practical alternative is to obtain an
estimated error é,,(n). Below we investigate how e, (n)
can be estimated by using observable information. The
output errors can be written as

e.(n) + eq(n),

ec(n) —

“4)
&)

ei(n)

ea(n) =



where
ctn) = ATl [F0] ©
Qi) = AT, aTe] [F0] @
A = MR ®)
A = -2l ©
xem) = Xl (10)
x () = M) (an
Ai(n) = hy —hy(n), (12)
As(n) = hy—hy(n). (13)

By substituting (8)-(11) into (6) and (7) and using orthog-
onal decomposition of

Xa(n) _ Xc(n) W(n)
[xcw] -« [xaw] ¥ [z(n)] S
we can rewrite e.(n) and e, (n) as
e.(n) = %e(n), (15)
ealn) = Se(n) +eu(n) (16)
where
_ 2x7 (n)xa(n)
C T P+ k]
k)P =[x (n)])?
B ||x1<n>||2+||x2<n>|2’ a7
eu(n) = [AT(n) ][W ] (18)
w(n)| _  [xa(n) Xc(n)
[z<n>] = [xcm)] [ <n>] (19

According to (15) and (16), the estimates of e;(n) and
e2(n) can be written in terms of the known e.(n) and an
estimate of the unknown e, (n) as

éi(n) = ec(n)+éa(n),

és(n) = e.(n) —éu(n).

(20)
2D
To estimate e; (n) and ez (n), the stereo NLMS is regarded

as using the stereo-input-power-balance-based allocation.
The estimates are given by:

é1(n):%e(n)+%e(n) = |:|)§14(r|)||>|;2( et (22)
é —len—gen— I @1I* eln
2 =50 50 [ s
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Figure 1: Configuration of stereo echo canceller.

by setting é,(n) = ae(n)/2. In particular, when |e, (n)| <
|ae(n) /2|, they are reliable candidates of estimates, be-
cause €,(n) & ey(n) holds. Other candidates given by
é.(n) = 0 are obtained by the division-by-two-based al-
location:

Lem), (24)
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which correspond to the estimates used in an algorithm
proposed by Fujii et al. [5]. They are also reasonable
when |e,(n)| > |ae(n)/2| and e,(n) can hardly be esti-
mated.

Besides the above allocation rules, some statistical knowl-
edge is helpful to derive better allocation. By assum-
ing [|A1(n)|| = ||Az(n)||, Nakagawa et al. derived an-
other kind of algorithm [6] which uses the stereo-input-
amplitude-balance-based allocation:

Ml
[Ix1 ()| + [Ix2 (n)]]

However, the assumption may not always hold properly in
all the situations where it is implemented.

Figure 1 shows the configuration model of the stereo echo
canceller that we are discussing.

ém(n) =

ém(n) = [P

e(n). (25)

4. PROPOSED ALGORITHM

We apply more general statistical properties to error allo-
cation. As mentioned in the previous section, the accuracy
of the estimate of e,(n) in the stereo NLMS and the al-
gorithm using (24) depends on the amount of |e,,(n)], so,
we consider combining these two algorithms by weighting
their contribution according to the statistically estimated
amount of |e,,(n)|. From (6) and (18), the following rela-
tionship holds approximately for any A.(n) and A, (n).

Ellew(n)l?] a(n
=N (26)
PR b ot o )|



Table 1: Error allocations

ém(n),m=1,2 |

[l ()

Stereo NLMS We(n)
Fujii [5] z¢(n)
Nakagawa [6] %e(”)

dm (A= ym)[xm (@)
Proposed (5 + ||§<11(J)||2J|rllxi(7)l)|||2]e(n)

Thus, according to (15), (17), and (19),
1—a?
4

We define a value for each channel to evaluate the ratio
between the observable and unobservable components in

em(n):

Elleu(n)"] » Elle(n)[]- 27

Eflei(n) —eu(n)]’] 1+a

NR ~ 28
SN e~ 1-a’
Efles(n) +eu(m)’]  1—a
SNR, = - ~ 29
: BlesmpP] "1t 2
By denoting
1
m = T a5 30
7™ = 11 SNR,, 0
we propose the following error allocation to apply to (3):
N 1 1+«
a) =3+ 520 = e, a0
. 1 1-«a
éa(n) = [572 + T(l - 'yg)] e(n). (32)

By incorporating the statistical amplitude estimate of the
unknown component of e,,, (n), we combined the two con-
ventional algorithms appropriately. When SNR,,, is large,
the estimated error é,,(n) becomes close to that of the
stereo NLMS. When SNR,,, is small, it becomes close to
that of the algorithm using (24).

Table 1 summarizes the error allocations mentioned above,
including the proposed one. From the above derivation,
the proposed algorithm is based on the control based on
the value of a in (17), which deals with the power dif-
ference of the stereo input. It does not essentially solve
the non-uniqueness problem, but it can reduce degradation
caused by the stereo input signal power difference using
a different formulation from the algorithms proposed by
Fujii et al. [5] and Nakagawa et al. [6].

5. SIMULATIONS

We evaluated the performance of the proposed algorithm
by simulation. The conventional stereo NLMS, the algo-
rithm using (24), and the algorithm using (25) were also
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Figure 2: Stereo voice signals.

simulated for comparison. All algorithms were imple-
mented based on (3) and their own error allocation rules.
The sampling frequency was 8 kHz in all the simulations.
The stereo echo paths h,, were impulse responses trun-
cated by 500 samples after being measured in a room with
a reverberation time of 200 ms, where ||h;|| ~ 1.2|/hy||.
For the stereo input signals z,,(n), a male talker’s voice
(Fig. 2) was recorded in the same room using two mi-
crophones, both of which were located about 80 cm away
from the talker and 130 cm away from each other. Three
sets of stereo input signals z,,(n) were made from the
voice signals by changing their level balance as 1:1, 1:2,
and 1:5. Since the voice signals included slight uncor-
related ambient noise and were also convolved by actual
room impulse responses sufficiently longer than 500 sam-
ples, they did not cause the non-uniqueness problem, but
they were still highly correlated. As a microphone output
y(n), z, (n) and h,,, were convolved and white noise was
added to give an echo-to-noise ratio of 45 dB. To relax the
influence of the additive noise and avoid division by zero,
we added § = 1.5 x 10° to ||x,m(n)]]? in (3).

Figures 3(a), (b), and (c) show the results of the simula-
tions. The performances were evaluated using the normal-
ized coefficient error

—hi(n)|2 + |/hy — by (n)”
(b [* + |[ha?

|y
10

101og [dB]. (33)

Figures 3(a), (b), and (c) respectively correspond to the
cases of [[x; (n)|| ~ || (m)]]. 21/ (n)]| & Ixz(n)]l. and
5||x1(n)|| & ||x2(n)||. When the stereo signal had similar
power in each channel, all the algorithms gave similar re-
sults (Fig. 3(a)). As the power difference was increased,
the performance of the stereo NLMS showed the worst
degradation among them. The others had less degrada-
tion. In particular, the proposed one exhibited the best
performance in this set of simulation conditions.



6. CONCLUSIONS

We discussed stereo echo cancellation in terms of the choice
of rule for allocating the mixed error to the channels. By
analyzing some conventional algorithms in that sense, we
devised a new error allocation rule, which corresponds to
the combination of two allocation rules: the stereo-input-
power-balance-based rule and the division-by-two-based
rule. In order to control the contribution of these two rules
appropriately, we also introduced the statistical amplitude
estimation of the unobserved error component. We con-
firmed the effectiveness of the proposed algorithm by sim-
ulation.
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Figure 3: Comparisons of normalized coefficient error
convergence.



