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ABSTRACT

Techniques for artificial bandwidth extension (BWE) of
speech aim at the reconstruction of the complete wide-
band spectrum (i.e., an acoustic bandwidth of for instance
50Hz − 7 kHz) from the knowledge of the narrowband
speech signal, which is often limited in bandwidth by a
“telephone bandpass” (300Hz−3.4 kHz). This (still blind)
reconstruction can be achieved by the estimation of pa-
rameters of a source model for speech production given
the knowledge of the narrowband signal. The performance
of this estimation can be shown to be theoretically boun-
ded due to insufficient mutual information between the
lower and the upper subbands (refer to [1] and [2]). Nev-
ertheless, a significantly better wideband speech quality
can be accomplished with the additional transmission of
side information which can then be taken into account in
the respective estimation rules. This leads to a new estima-
tion scheme which tolerates side information transmission
over channels of rather low capacity and is closely related
to “softbit source decoding” [3].

1. INTRODUCTION

The challenging and crucial task in artificial bandwidth
extension (BWE) of narrowband (telephone) speech sig-
nals is the estimation of the spectral envelope of the miss-
ing subband, e.g., 3.4 kHz − 7 kHz, since the human per-
ception is most sensitive regarding variations of the coarse
spectral shape of speech signals. The spectral fine struc-
ture is, although by no means irrelevant, not as impor-
tant and can consequently be reproduced by, e.g., spectral
replicas of the corresponding narrowband signal or by ex-
plicit signal generation.
Since BWE can only deliver a wideband signal of limited
quality [1], it is reasonable to provide some additional in-
formation which can support the envelope estimation and
the reproduction of the spectral fine structure for the miss-
ing subband. Our paper concentrates on side information
to aid the envelope estimation, because of its vital impor-

tance to BWE1. Therefore we will, first, briefly review
our stand-alone BWE algorithm as described in [1] and
[2] and then introduce BWE with side information with
an appropriate estimation scheme. The revised estimation
rules will be discussed and interpreted as a form of error
concealment. Finally, we will present a practical exam-
ple application for BWE with side information and briefly
state some simulation results for this case.

2. ARTIFICIAL BANDWIDTH EXTENSION

The signal flow chart of our BWE algorithm is depicted in
Figure 1. After an interpolation of the narrowband signal
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Figure 1: Stand-alone BWE algorithm.

to wideband sample rate, a feature vector xf is computed.
Then, by means of a pre-trained statistical hidden Markov
model (HMM), an estimate for the wideband spectral en-
velope is determined in terms of linear prediction (LP) co-
efficients awb,BWE. These wideband coefficients are used
for analysis filtering of the interpolated narrowband sig-
nal. After the extension of the resulting excitation (see
[1], [2]), the inverse synthesis filter is applied. The choice
of an excitation extension which does not alter the nar-
rowband part leads to a BWE system which is transparent
w.r.t. the narrowband components.

1Nevertheless it is possible to transmit more side information which
additionally helps to regenerate the spectral fine structure, such as a de-
scription of the harmonic structure of the signal. This information might
partially be taken from the narrowband speech codec which is used in
the conventional communication system.
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3. BWE WITH SIDE INFORMATION

The proposed system for wideband enhancement of nar-
rowband speech signals by combined coding and BWE is
illustrated in Figure 2. At the transmitting terminal, the
high band spectral envelope of the wideband input sig-
nal is analyzed and the side information is determined.
The resulting message m is encoded either separately or
jointly with the narrowband speech signal. At the receiver,
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Figure 2: Overview of the transmission system.

the decoded side information is used to support the es-
timation of the wideband envelope within the bandwidth
extension algorithm.
The choice for the message m is the topic of the following
section. Its usage within the decoder side BWE algorithm
will be explicated in Section 3.2 and a practical applica-
tion example will be presented in Section 4.

3.1. Choice of Side Information

The feature extraction from Figure 1 lacks sufficient in-
formation on the upper band’s spectral envelope. In order
to support the wideband envelope estimation we addition-
ally extract a spectral representation of frequencies from
3.4 kHz to 7 kHz from the wideband signal (which is only
available at the sending side). This subband envelope is
computed by selective linear prediction, i.e., computation
of the wideband power spectrum followed by an IDFT of
its upper band components and a subsequent Levinson-
Durbin recursion of order 8. The resulting subband LPC
coefficients are converted into the cepstral domain and are
finally quantized by a vector quantizer with a codebook of
size M

.
= 2N . The training of this vector quantizer shows

that a 6 bit codebook (M = 64) is sufficient to achieve
a mean log spectral distortion (see Equation (8)) of less
than 3 dB for the upper band. This has been adopted
here as our target “speech quality” since the examination
of “near transparent” wideband coding (AMR-WB [4] at
23.05 kbit/s) yields similar values [1]. Now, the side in-
formation message m is defined as the codebook index of
the quantized cepstral vector for each speech frame:

m ∈
� .

= {1, . . . ,M}. (1)

For a frame length of, e.g., τ = 20ms this results in a side
information data rate of rs = 300 bit/s. For the actual
transmission, the message m is mapped to a real value (or
vector) x.

3.2. Revised Estimation Rules

There are several possibilities to make use of the side in-
formation as defined by (1) within the BWE algorithm.
The most intuitive approach is to omit the envelope esti-
mation in Figure 1 and to replace it with a block which
assembles the narrowband envelope (available from the
speech signal snb) and the upper band envelope (available
as the side information m) and then outputs the desired co-
efficients awb,BWE. However, more sophisticated mech-
anisms take the statistical model of the BWE algorithm
into account. Hence, appropriate estimation rules can be
formulated, which will be addressed now.
If xrecv ∈ � d denotes the received side information vec-
tor (which has been disturbed by some effective noise neff )
and a likelihood function p(xrecv

∣

∣m) is available at the re-
ceiver, the cepstral vector c̃ representing the upper band’s
envelope can, in analogy to [1] and [2], be estimated with
either a maximum likelihood (ML), a maximum a poste-
riori (MAP) or a minimum mean square error (MMSE)
rule. The latter one reads:

c̃MMSE
.
=
∑

m∈ �
ĉm · P (m

∣

∣xrecv

)

. (2)

So MMSE estimation essentially is a weighted sum of the
M vector codebook centroids ĉm with a posteriori prob-
abilities P (m

∣

∣xrecv

)

as weighting factors. These proba-
bilities can be computed using a priori probabilities P (m)
and the likelihood function p(xrecv

∣

∣m) by applying the
mixed form of Bayes’ rule:

P (m
∣

∣xrecv

)

=
P (m) · p(xrecv

∣

∣m)
∑

m′∈ �
P (m′) · p(xrecv

∣

∣m′)
, (3)

where the marginal density p(xrecv) is expressed as the
sum in the denominator. This approach is closely related
to error concealment by softbit speech decoding (see [3],
Equation (18))2.
Our new combined estimation approach extends the cal-
culation of the a posteriori probabilities (3) and reintro-
duces dependencies on the narrowband features xf (com-
pare to Figure 1). In (3) we substitute the likelihood func-
tion p(xrecv

∣

∣m) by the conditional joint probability den-
sity function (PDF) of the received side information xrecv

and the features xf . These new a posteriori probabilities
can be used in several estimation rules. For the case of
MMSE estimation their insertion into (2) gives:

c̃J-MMSE

.
=

X

m∈ �
ĉm ·

P (m) · p(xrecv,xf

∣

∣m)
P

m′∈ �
P (m′) · p(xrecv,xf

∣

∣m′)
, (4)

2For simplicity, our formulation of the MMSE criterion in (2) and (3)
only uses a priori knowledge of order 0 (AK0), i.e., the state probabilities
P (m). As shown in [1], [2] and [3], the estimation scheme can also be
formulated for HMMs of higher order.
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which we label “joint MMSE estimation rule”. The condi-
tional joint PDF can be assumed to be separable:

p(xrecv,xf

∣

∣m) = p(xrecv

∣

∣m) · p(xf

∣

∣m), (5)

where the first factor is our likelihood function and the
latter one is an integral part of the envelope estimation
block and thus available within the BWE algorithm.
Now these two factors independently contribute to the es-
timation of the spectral envelope in the missing upper band.
In case the side information transmission is unreliable we
will find p(xrecv

∣

∣m) ≈ p1 ≡ const for m ∈
�

and the
factor p(xf

∣

∣m) will primarily determine the estimation re-
sult since then:

∑

m∈ �
ĉm ·

P (m) · p(xrecv

∣

∣m) · p(xf

∣

∣m)
∑

m′∈ �
P (m′) · p(xrecv

∣

∣m′) · p(xf

∣

∣m′)

≈
∑

m∈ �
ĉm ·

p1 · P (m) · p(xf

∣

∣m)

p1 ·
∑

m′∈ �
P (m′) · p(xf

∣

∣m′)

=
∑

m∈ �
ĉm ·

P (m) · p(xf

∣

∣m)
∑

m′∈ �
P (m′) · p(xf

∣

∣m′)
. (6)

So totally unreliable side information transmission trans-
forms (4) into the usual MMSE estimation rule for BWE
from [1] and [2]. Vice versa, if the features xf do not allow
for a dependable estimation (i.e., the second factor in (5)
is constant), the received side information can dominate
the estimation and joint MMSE estimation (4) simplifies
to (2).
The described mechanism can be interpreted as an im-
proved form of error concealment which utilizes more than
one source of information for its parameter estimation.
This can be seen as a kind of diversity “reception” (see
also [3]) where one part of the information which is avail-
able to the decoder is actually transmitted (coding) and the
other part is provided by the statistical model of the BWE
algorithm.

4. EXAMPLE APPLICATION

We will now briefly present a practical application for
BWE with side information. This application makes use
of our J-MMSE estimation rule (4).

4.1. Backwards Compatible Wideband Telephony

In the future it will be desirable to convert existing telecom-
munication networks from narrowband to wideband speech
coding and transmission. Since this means a major change
to the whole system, a certain transition period has to be

allowed for. Within this period, where both wide- and nar-
rowband terminals are active, BWE is an attractive op-
tion which retains backwards compatibility w.r.t. both the
sending terminal and the communication network.
In case the backwards compatibility w.r.t. the network is
vital and changes to all terminals are applied more easily,
BWE with side information transmission might become
an option. There is no need to alter the network since
there exists the possibility of embedding the side informa-
tion as, e.g., defined by (1) into the narrowband speech
signal. The appropriate technology is known as “digital
watermarking”.

4.2. The “Watermark Channel”

In [5] we describe BWE with side information transmis-
sion via a digital “watermark channel”. The principle is
illustrated by Figure 3. Watermarking in this context is
rather to be interpreted as a kind of “steganography”. The
side information bitstream is “hidden” in the narrowband
speech signal. A related approach of using information
hiding to enable wideband speech has been taken by [6].
Our watermarking scheme (Λ-QIM) is similar to Chen’s
proposal [7] for “Quantization Index Modulation” (QIM).
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Figure 3: BWE with side information transmission via a
digital “watermark channel”.

The Λ-QIM watermark decoder is able to output a likeli-
hood function p(xrecv

∣

∣m) which can be inserted into sev-
eral estimation rules, e.g., (4). If the equivalent channel
noise is assumed to be i.i.d. Gaussian, the likelihood func-
tion may take the following form:

p(xrecv

∣

∣m) ≈
1

√

(2πσ̃2)n
exp

(

−
∆m

2σ̃2

)

, (7)

where σ̃ is an estimate for the standard deviation of the
effective noise neff and n is the dimension of the signal
vectors. The values ∆m (m ∈

�
) can be directly mea-

sured within the watermark decoder (see [5]).
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4.3. Performance Evaluation

The performance of bandwidth extension with and with-
out side information and, for reference, of wideband speech
coding have been measured utilizing the objective sub-
band spectral distortion measure (i.e., the distance between
the subband spectral envelopes) of the original and the
bandwidth extended (or wideband coded) speech:

d
2

LSD, hb

.
=

1

2π

π
Z

−π

(20 lg
σrel · |Ahb,BWE(ejΩ)|

σrel,BWE · |Ahb(ejΩ)|
)2 dΩ, (8)

with Ω
.
= π·sgn(f)·(|f | − f1)/(f2 − f1), f1 ≤ |f | ≤ f2.

The considered subband (hb
∧

= high band) is bounded by
f1 = 3.4 kHz and f2 = 7kHz. Ahb represents the fre-
quency response of the linear prediction filter for this band
and σrel is the high band gain normalized by the narrow-
band gain. In practice, dLSD, hb is approximated by using
the first 9 coefficients c0, . . . , c8 of the real cepstrum in
the high subband:

d
2

LSD,hb
≈

„

10

ln 10

«

2 (

(c0 − c0,BWE)
2
+ 2

8
X

i=1

(ci − ci,BWE)
2

)

. (9)

Our stand-alone BWE algorithm achieves mean log spec-
tral distortions down to about 6 dB. On the other hand, the
examination of the AMR-WB codec at 23.05 kbit/s — an
example of “near transparent” wideband speech coding —
gives a mean distortion of about 3 dB.

4.4. Simulation Results

Simulations of our new transmission scheme with a side
information data rate of 300 bit/s = 6 bit/frame show a
clear advantage over stand-alone BWE in terms of sub-
band spectral distortion. In Figure 4 some results are shown
for transmission of the watermarked signal over several
narrowband speech codecs.
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Figure 4: Simulation results for BWE with side informa-
tion transmission via “digital watermarks”.

Totally reliable watermark transmission yields values for
d̄LSD,hb which are lower bounded by the quantization dis-
tortion of the 6 bit vector quantizer described in Section 3.1
(2.75 dB). The J-MMSE estimation rule (4) ensures that
the distortion measure is upper bounded by the value which
can already be achieved with stand-alone BWE (≈ 6 dB).

Informal listening tests confirm our simulation results and
show a consistent preference for BWE with watermark
transmitted side information over stand-alone BWE. How-
ever, the AMR-WB codec is still superior due to a yet sub-
optimal excitation extension.

5. CONCLUSION

We have introduced a system for artificial bandwidth ex-
tension of speech signals which benefits from the trans-
mission of additional side information such that better per-
formance is achieved than the theoretical bound for pure
feature based BWE suggests. The new joint MMSE es-
timation rule provides an error concealment mechanism
which ensures that unreliable side information transmis-
sion does not reduce the resulting speech quality to values
lower than already achieved by stand-alone BWE. In typi-
cal cases, however, the transmitted side information biases
the envelope estimation towards the correct decision.
Additionally, an example transmission system has been
presented where the side information is embedded into the
narrowband speech signal using techniques of digital wa-
termarking. At the decoder, the retrieved watermark mes-
sage can be converted into a quantized representation for
the spectral envelope of the missing upper subband. De-
pending on the codec used for speech transmission, our
new transmission scheme yields a significant gain in terms
of spectral distortion. This measure correlates reasonably
well with the perceived speech quality.
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