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ABSTRACT

The blind source separation for speech using frequency-
domain independent component analysis(FDICA) is con-
sidered. As a source separation system, Saruwatari et al.[1]
proposed a method by integrating the independent compo-
nent analysis (ICA) and array signal processing. In this
paper, we introduce the following two techniques into the
learning process of the method[1]. (1)Classification of ac-
quired array signals with respect to the number of speakers.
(2)Direction-of-Arrival(DOA) estimation for each speaker
using the intervals(frames) which are classified into single-
speaker frame. Through some experiments, we can confirm
that these techniques are effective to guarantee the conver-
gence to the global optimal solution in the learning process.

1. INTRODUCTION

The speech-based human-machine interface is required in
various actual environments. The technology, which actu-
alizes the hearing of human and the ability to extract target
sound from the midst of many sound sources is expected as
a pre-processing of various audio applications.

A recent interesting technique is the blind source sep-
aration scheme[2]. The blind source separation for speech
using FDICA[3] is considered in this paper. The FDICA
system consists of series connection of short term Fourier
transform(STFT), source separation system (or unmixing
system) and inverse STFT. At the windowed STFT, acquired
microphone array signals are separated into those with fixed
frame(time) length. As the source separation system, some
interesting methods by integrating the ICA and array signal
processing are proposed. Saruwatari et al. used the coef-
ficients of null-beamforming[4] filter as the initial weight
parameters in the unmixing system[1]. Parra et al. pro-
posed to constrain the ICA learning system using the array
geomatric information[5]. These ideas are effective to guar-
antee the convergence to the global optimal solution in the
learning process. In this paper, we consider the following
two subjects in the FDICA system.

1. The learning process to determine the parameters of

the unmixing system is solely applied to the frames at
which two source signals exist. This may bring fast
convergence in the learning process.

2. Initial parameters in unmixing system are necessary.

Two novel techniques are introduced in this paper. First
of all, we perform a simple power based voice activity de-
tection to separate non-speech frames. The next step is to
classify the acquired signal frames into two-speakers sig-
nal frame or one-speaker signal frame. The harmonic struc-
ture of power spectrum in speech is used in this discrimi-
nation. Because the harmonic structure of speech signal is
distinctly observed only in the single-speaker frames, we se-
lect the frames whose spectral structure is non-harmonic as
the two-speakers frames. Then, the learning process in ICA,
or parameter updating ICA process, is applied to the frame
at which two source signals exist. For the second subject,
single-speaker frames are used for estimating the DOA of
each speaker. The coefficients of the null-beamforming fil-
ters for the obtained directions are used as the initial unmix-
ing matrix parameters. In the FDICA, the post-processing
of permutation and scaling resolution is essential to ensure
the separation[3]. Some studies for this subject achieve suf-
ficient performance by taking the geometric information of
the microphone array[6][7].

We show the effectiveness of the proposed system by
applying it to speech acquired in a meeting room. The pro-
posed system has marked better separation results compared
to the conventional methods.

2. PROPOSED METHOD

2.1. Problem Settings

In this study, we assume the 2-speakers and 2-microphones
model as shown in Fig.1. For FDICA problem, the short-
time Fourier transforms of the input signals are given by the
complex valued instantaneous mixture denoted as
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Fig. 1. 2-speakers and 2-microphones model

where ������ is time-invariant transfer function between �-

th speaker to �-th microphone and � ���
� ��� is the speech of

�-th speaker in the Fourier domain, respectively, and � is
the frame index. The frame length is taken around ��ms as
it is taken in usual speech spectrogram analysis. Our goal is
to separate original speech ���� � �� �� from the observed
mixed signals.

2.2. Ideas in the proposed method

As far as the number of speakers is assumed less than two,
we roughly classify each frame of the received signal into
three types; (i)double talk segment, (ii)single talk segment
and (iii)silent segment. From the discussions in Sec.1, only
the type(i) segment should be utilized in the ICA learning.
The type(ii) segment is suitable for the DOA estimation to
determine the initial parameter of unmixing system. For
these purposes, we set a frame analyzing stage in the con-
ventional FDICA method as shown in Fig.2. Furthermore,
an initial parameter is derived by the DOA estimated in the
type(ii) segment.

Fig.3 shows the flow diagram of the procedure and the
basic ideas for each stage are summarized below.

1. Voice activity detection using the power localiza-
tion
Because speech signal component is temporally iso-
lated at particular frames, such tupe(iii) segments can
be extracted by applying the voice activity detection
based on the signal’s power. These segments are deleted.

2. Extraction of the type(i) segment based on the har-
monic structure
It is well-known[8] that harmonic structure distinctly
appears in the spectrum of voiced sound. Due to the
frame length, voiced sound from each speaker has
a harmonic structure. But in particular cases that a
frame includes the boundary of two voiced phonemes,
they are mixed and the harmonic structure is not dis-
tinctly found eventually. So we decide the frames
without distinct harmonic structure as the type(i) seg-
ment.

3. Determination of the type(ii) segment based on DOA
The rest of the segments after the previous process
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Fig. 2. FDICA with frame analysis

are still the mixture of type(i) and type(ii), because
some double talk frames may contain distinct har-
monic structure in their spectra. We measure the dif-
ference between type(i) and type(ii) using the DOA
information.

After the segment classification, the ICA learning is applied
only to type(i) frame using the initial values determined by
the DOA estimated from type(ii) frame. In the following
Sec.2.3, we explain the procedures mentioned above.

2.3. Procedures

2.3.1. Voice activity detection

For the detection of voice activity frame number set �, we
take a simple power based discrimination given by
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where 	
 is a threshold determined by the rule of thumb. In
the following process, we deal with only the frames in�.

2.3.2. Extraction of double talk segments

To extract double talk segments using the harmonic struc-
ture, we first estimate the pitch frequency �� by the loga-
rithmic harmonic product spectrum(LHPS) defined as
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If the harmonic structure is distinct, a prominent peak ap-
pears in the LHPS. For signal with more than one voiced
sound, in contrast, the LHPS shows some major peaks. From
this fact, we extract the double talk segments by the follow-
ing manner.
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Fig. 3. Data flow in the frame analysis

Here ����
� is the �-th largest local maximum in the LHPS

of the �-th frame.

2.3.3. Determination of single talk segments

Whether a segment is classified into single talk or not is de-
termined by applying DOA estimation to the complement
of ��, i.e. ���

� ���. First of all, we calculate the av-

erage of estimated DOA ��
���
� (group A) and ��

���
� (group B),

on the harmonic elements of �� and the other peaks, respec-
tively. For the DOA estimation, the beamforming method is
adopted due to its simplicity and robustness to the noise.
The estimated angle �� is given by
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are the factors for the delay com-
pensation. Comparing the difference between these average
DOAs, we determine the single talk segments.
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2.3.4. Initial value setting based on DOA

The initial value of the ICA learning is obtained by the es-
timated DOA. We calculate the initial unmixing system pa-

Table 1. Parameter settings for the experiments
Sampling Frequency � kHz

Frame length ��� samples
Frame overlap ��� samples

DFT points ���
Microphone distance � �
�� m

Stepsize � �
���
No. of iteration ���

Power ratio of two speeches � dB

Table 2. DOAs for computing initial values in conventional
method

Source 1 Source 2

Conventional(1) ��Æ ���Æ

Conventional(2) ��Æ ���Æ

Conventional(3) ��Æ ���Æ

rameters by the null-beamforming method[1] with setting
its null direction to the mode of the estimated direction in
group A, i.e. �����

� �� ����.

3. EXPERIMENTAL EVALUATION

We performed some experiments in a real acoustic environ-
ment for performance evaluation. The parameter settings
are summarized in Tab.1. The conventional methods for
comparison are the method[1] with different DOAs for com-
puting initial values as shown in Tab.2. For the objective
evaluation criteria, we use the average of SIR defined in [9].
Fig.4 and Fig.5 show the results for different combinations
of speakers and DOAs, respectively. For the cases A to F
in Fig.4, we use two speeches of two males and females,
and note that the sources adopted in case G are same data
used in [1]. The DOA combinations are given in Tab.3. In
each case, we performed � trials and took the average of the
results. Through the experiments, the proposed method is
shown to give higher performance than that of the conven-
tional method. From Fig.4, we can find that the proposed
method is robust to the speech difference among individu-
als. On the other hand, Fig.5 shows that the performance of
the conventional method is highly deteriorated in the case
of �� �� �� �� �� and ��, even though the proposed method
keeps its better performance. In these cases, speakers’ lo-
cations are asymmetric with respect to the broadside and
therefore the initial values in Tab.2 are not appropriate for
the conventional method. In contrast, the proposed method
is not affected by such factors owing to the DOA based ini-
tial value.



Fig. 4. Results for different speaker combination

4. CONCLUDING REMARKS

In this contribution, we proposed a new mechanism based
on the speech signal features to the learning process of the
FDICA-based speech separation. At the first step of the
proposed method, each frame of the received signal is clas-
sified based on the number of speakers. Then the double
talk segments are adopted to the ICA learning, on the other
hand, the DOA estimation is performed on the single talk
segments. We confirmed the efficiency through the experi-
ments in a real acoustic environment.
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