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Abstract 

A fuzzy filtering system is proposed for image 
restoration. Since all the conventional filters 
have their specific characteristics, they act well 
for some environments but with poor perfor- 
mance for others. The fuzzy filtering system 
gives the method to aggregate the advantage 
of the conventional filters to obtain the im- 
proved performance for image restoration. 

1 Int reduction 

In this paper, a fuzzy filtering system which 

gives the method to aggregate the advantage 

of the conventional filters to obtain the im- 

proved performance for image restoration is 

proposed. 

Each of the famous class of filters has its spe- 

cial characteristics. They may do very well for 

some specific environment but not all the envi- 

ronments. For example, the median filters are 

useful for constant region but bad for edges. 

The RCRS filters can not do well in descend- 

ing or ascending regions while the a-trimmed 

mean filters do very well on them [l]. More- 

over, when the noise rate is low, most of the 

signals are uncorrupted. Thus, the detection 

scheme is the good choice. It motivates us to 

aggregate the advantage of the important con- 

ventional filters by fuzzy inference rules so that 

the filtering work can be done by appropri- 

ate filters to obtain high filtering performance 

in various environments. Since the system is 

based on the fuzzy inference rules, we call it 

the fuzzy filtering system. 

There are some researches related to this 

problem. The fuzzy rules are used to make 

the decision for passing the samples or filter- 

ing it with median filters [2]. And, in [3], a 

noise detection algorithm is proposed and the 

output value is determined by the choice of the 

center sample or the output of some classical 

filter which is one of the conventional filters. 

It takes the advantage when noise ratio is low. 

Whereas, when the noise ratio is high, for ex- 

ample 30% noise: the detection scheme will be 

poor. In our research, the advantage of the 

conventional filters are aggregated by fuzzy in- 

ference rules. There are many rule-of-thumbs 

for filtering work. These rule-of-thumbs or ex- 

periences can be used in knowledge base of the 

fuzzy filtering system. Thus, the appropriate 

filter will be used during the filtering process 

to get better performance. 

2 Fuzzy Filtering System 

The general architecture of the fuzzy filter- 

ing system is shown in Figure 1. It is ob- 

tained from the modification of the Takagi and 



Sugeno’s fuzzy controller [4]. The fuzzifica- t erm (for example: low-variation) or a fuzzy 

set (for example, p$l’). Let the input domains 

F.....pGJ 
be xl, x2, . . . . and Xm. We define pi distinct 

fuzzy sets $), ,$), . . . . #” E F(Xr) on the 

set Xl. They are associated with pr distinct . . 
+ Fuzzification --+ Decision Detimification --, linguistic terms, i.e., Ay), A?), . . . . A?‘). In 

interface I v 
1 the same way, each of the domains X2, . . . . and 

x Xm are partitioned into pi fuzzy sets PII), pi2), 

. A.) . . . . ,@i’ E F(Xi), i =2, . . . . m, respectively. 

They are associated with pi distinct linguistic 

terms , i e AtI) A!2), . . . . A!“), i =2 -‘? 2 7 z 2 , ‘“, m 7 

Figure 1: The architecture of fuzzy filtering respectively. The output of fuzzification inter- 

system. face is ~=(PI(&)~ r(12(5& . . . . pm(&)> where 

tion interface includes two functional modules 

which are shown in Figure 2. The attribute ab- 

the observation vector :. Let’s see the follow- 

ing example. 

Figure 2: The functional modules of the fuzzi- 
fication interface. 

The knowledge base of the fuzzy filtering 

system is formed by data base D and rule 

straction module receives the current observa- base &!. The fuzzy partitions and the linguistic 

tion vector a: and abst,ract,s the attributes (or t.erms associated with fuzzy sets form the data 

features) of the observation vector, which is base of the knowledge base. Now, we specify 

. denoted as g=(&, &, . . . . cm). The attributes the rule base & as follows. 

are mapped into suitable input domains of the Suppose that each of the input variables &, 

fuzzification module F(.), that is, the attribute i = I, 2, . . . . m, is a value in input domain Xi. 

&, i =l, 2, . ..) m, is a value in one of the input The rule base consists of k control rules, that 

domains of F(.). Each of the input domains of is, 

F(.) can be partitioned into some fuzzy sets. R,. : if 51 is Al”,1 ) and . . . and & is A$$) 
For example, the variation which is defined to then q is j’b (g), T = 1, 2, . . . . k, 

be the different between maximum and min- (3) 
imum of the elements of the observation vet- where A,,, , (vi) vi E (1, 2 ) . ..) pi}, i =l, 2, . ..) m, 

tor can be viewed as an input domain of F( .) . is the v&h fuzzy partition in Xi which has pi 

It is partitioned into three fuzzy sets, i.e., partitions. Each of the functions fa, r=l, 2, 

py)(=low-variation) 7 $)(=middZe-variation) . . . . k, represents a conventional filters. Thus, 

and ,$)(=high-variation). Thus, the observa- when a fuzzy inference rule is activated, the 

tion vector : can be converted into a linguistic corresponding conventional filter is used to do 



the filtering work. Note that t,he indices of 

the output functions PI, ,&, . . . . /3k may not be 

dist,inct, i.e., some rules may be corresponding 

to the same conventional filter. 

The decision logic is the same as the Tak- 

agi and Sugeno’s fuzzy controller in which it 

determines the degree of applicability of each 

of the rules Rr , R2, . . . . Rk in the rule base. 

The degree of applicability of rule R,. is de- 

fined to be c+ = min{pp”(&), /$‘)(&), . . . . 

&“‘)(&)} where piU’), i = 1, 2, . . . . m, is the 

membership function of the vith fuzzy parti- 

tion in the ith input domain xi. The operator 

“min ” may be extended to be a T-norm which 

is still an important research topic (5, 61. 

Finally, in the block of defuzzification, the 

output of this filtering system 77 can be ob 

tamed as follows. 

(4 

where @ denotes an averaging operator or an 

S-norm operator [6], f&(g) is a conventional 

filter which may be linear or nonlinear and C+ 

is the degree of applicability of each rule &. 

For simplicity, the linear combination 

(5) 

is used as the output formula. From Eq. (5), 

it is easy to see that the output, of this fil- 

tering system is a combination of some con- 

ventional filters. The coefficients cy,, r=l, 2, 

‘“9 k, are determined by the knowledge base 

of filtering system which is obtained from the 

knowledge (or experiences) of human experts. 

Thus, the characteristics of conventional filters 

can be successfully aggregated in this filtering 

system and the filtering performance can be 

successfully improved. 

Rule 3: If rank is not middle-rank and bias 

is high-bias and gap is not large-gap, then out- 

nut the selected rank. 1 

3 Example of Fuzzy Filter 

and Its Expermental Re- 

sults 

A fuzzy filter based on three inference rules 

is proposed to prove the filtering capability of 

the fuzzy filtering system. Three features of 

the observation vector are abstracted as the in- 

formation for the help of filtering work. They 

are the rank, the bias and the gap. Each fea- 

ture is corresponding to an input domain of 

the fuzzy filtering system, that is, x1(= do 

main of rank), x2(= domain of bias) and x3(= 

domain of gap). Let g= (~1, ~2, . . . . ZN) be the 

observation vector and ri be t.he rank of zi in 

(Zl, x2, ‘“, ZN), that is, xi = the rith rank 

of the elements xl, x2, . . ., and XN. The sec- 

ond feature is the bias between the mean of 

the samples and the middle sample x(N/2) (or 

just say the bias). The value of the bias is 

varied from 0 to K - 1 where K - 1 is the 

maximal value of a pixel. The third feature 

abstracted is the maximal gap between two 

successive samples (or just say the gap). The 

largest value of the gap means that the cxis- 

tence of edges or noise. The value of the gap 

is also variated between 0 and K - 1 where 

K - 1 is the maximal value of the signal. 

The three inference rules are given as fol- 

lows. 

Rule 1: If rank is middle-rank and bias is 

low-bias, then output the center sample. 

Rule 2: If rank is not middle-rank and bias 

is high-bias and gap is large-gap, then output 

the trimmed mean of the observation samples. 



They can be rewritten as 

1911 : if 6 is A?) and 52 is A?) then q is fr(x) 

6) 
where 51 is the domain of rank, & is the do- 

main of bias, A?) represents fuzzy set middle- 

rank, A?) represents fuzzy set low-bias and 

f&d = z(N+1)/2* 

R2 : if 6 is not A(,2) and 52 is not A?) 

and <s is not Ar)then 7 is f2(:) 
(7) 

where 51 is the domain of mnk, 52 is the do 

main of bias, 5s is the domain of gap, A? 

represents fuzzy set middEe-rank, Af) repre- 

sents fuzzy set low-bias, Ay)represents fuzzy 

set large-gap and f2(:) is the trimmed mean 

of:. 

Figure 3: The original 256 gray-level Lenna 
picture. 

rules for high noise ratio are included in the 

filtering system. 

Rs : if 6 is not A?) and & is not A?) 

and 6 is Ar)then q is f3(:) (8) 

where 51 is the domain of rank, 52 is the do- 

main of bias, 5s is the domain of gap, A?) 

represents fuzzy set middle-rank, Af) repre- 

sents fuzzy set low-bias, A$s)represents fuzzy 

set large-gap and f3(:) is a RCRS’ filter. 

In the following, the conventional filters are 

selected for comparison by computer simula- 

tions on image restoration to prove the filter- 

ing performance of this new proposed fuzzy fil- 

ters. The median filters (MF) and the center 

weighted median (CWM) filters and the rank 

conditioned rank selection (RCRS) filters are 

selected for comparison. The 256 x 256 Lenna 

picture with 256 gray levels is used as testing 

image which is shown in Figure 3. 
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Figure 4: The comparison of nonlinear filters 
with MSE error criterion. 

In Figure 4, it is easy to find that the fuzzy 

filter with three inference rules is far better 

than other filters. Even with 20% noise ratio, 

the fuzzy filters still act very well in comparing 

with other filters. We believe that the fuzzy 

Finally, the picture corrupted by 20% zero- 

mean impulsive noise and the filtering result 

of the fuzzy filters are shown in Figure 5 and 

Figure 6. 

4 Conclusions 

In this paper, a fuzzy filtering system has been 

filters will be improved when other inference proposed to aggregate the characteristics of 



the conventional filters. In advance, based on 

this system, a three-inference-rule fuzzy filter 

has been proposed to improve the filtering ca- 

pability of the conventional filters. The com- 

puter simulations show that the performance 

of this newly fuzzy filter is far better than the 

conventional filters for comparison baaed on 

the MSE error criteria. 
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