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ABSTRACT - A methodological approach to the definition e.g., [3]). The general aspects concerning analogue networks
of nonlinear circuits for real-time image processing is for solving ill-posed variational problems in early vision were
presented. The image processing problem is formulated in  extensively discussed in [2,4] starting from Maxwell's
terms of the minimization of a functional based on the minimum heat theorem.

Markov Random Fields (MRFs) theory. The terms of such @ The functionals considered here are built up on the basis of the
functional are related to the co-contents of proper nonlinear Markov Random Fields (MRFs) theory. In these functionals, the
multiterminal resistors, thus reporting the minimization regularization term takes infaccountthe statistical properties

process to the achievement of an equilibrium solution in a 5 the solution space and the teNH is formulated starting

circuit made up of these multiterminal resistors and of  gom the probability distribution of the noisdfectingthe data

linear capacitors. 2].
Coupled image restoration and edge extraction in the  1ne gpecific class of MRF image processing models addressed

presence of additive gaussian noise are the specific i, thiswork is oriented to coupled image restoration adge

problems addressed in this paper. detection in the presence zéro-mean additive white gaussian
1. Introduction noise with variances®. The general elements concerning the

One of the emerging ideéar performing low-level visiomasks structure of the functionals are described[% Under the

in applications with tight real-time requirements is to obtain hypothesisthat each pixel jk of given MxN image interacts

analogimage processing by dedicated nonlinear analog circuitsdirectly with those contained its neighbourhoodet N , the

[1]. The theoretical efforts regarding these topar® also functional H can be written as
justified by theadvances invLSI technology,that allow the . .
integration of complex circuit architectures on a single chip. H (X,B)=H1(X,B) +AH >(X) @
As shown in [2],manyill-posed early vision problems (e.g., with
optical flow computation, edge detection) can be solved by
. . *
minimizing functionals H whictare a weighted sum of two H,(X,B) = . z z h(Ujpg: Pikpg) (@
terms, i.e., H = i+ AH,, according to the regularization theory. sz_ll'\,'vl PADIN
The term H, calledregularization term restricts the class of
admissible solutions by introducing suitable a priori knowledge. 2
The term H, called data term, constraints the solution to Hy (X) = z (yjk _Xjk) ®3)
j=1,..N
remain close to observedata. The weightingcoefficient A J|<=1,___M
controls the compromise between the degree of regularization of
. . where
the solution and its closeness to the data.
The literature numbers some circuits that minimize, in an Ukpa = (i - Xoq) 4 )
h(u,b) = béd + y(b) (5)

analogic and parallel way, functionals structured as H (see,



bikeg and ¥ are elements of the fields B and X, respectivgly,  Hi(X). If, inthe considered MRF model, each pixel jk interacts
is a proper functionA is a positive constamd, = 1/22 is the directly only with the four closest oneghen, in the rectangular
regularization parameter, ang gienotes theoisy graylevel of grid of two-terminal elements, each node is connected directly
the pixel jk before image processing. A metfiadsimplifying only to the four closest ones (first-order neighbourhood set).

the rathercomplex minimization required bjg] and similar ~ The analogic image processing performed by the circuit has the
approaches (e.g., [6]) has been recently presented [7]. Such #ollowing two main advantages:

the circuit yields anoise-robust solutioffor the considered

*
method allows to recondudke original functional Ki( X B

. . roblem, thanks to the intrinsic properties of the MRF
to a functional H(X) that depends on one set of variables only: P prop

approach;
Hy(X) = . z z ‘D(Ujkpq) (6) - the circuit structure impliegarallel processing
i=L.N - p,alN, The computer simulations performed evidence the ability of

k=1,..M
the circuit to yield real-time solutions for the considered

Startingfrom this basis, wepropose a method to synthetize a problems. The main dynamic properties of the circuit have

nonlinear circuit solvinghe minimization problem. The circuit been obtained making reference to the properties of the

ntains two nonlinear multiterminal resi nd; an . . .
contains two noniinear multite al resistdis and U2 and nonlinear resistors characteristic.

linear capacitors, as outlined in Figure 1. Well-defined

. . . . 2. Definition of the circuit structure
relationships hold between the MRF functional defining the

. . . 2.1 The resisitive multiterminal
image processing method and the potentiab-dontent !

functions associated to the resistive parts of the nonlinear!N® MXN nodes of the grid areonnected tderminals. The
circuit. These potentidunctionsare homologous to k{X) and resulting MXN-terminal resistive network is denoted By. All

AHx(X). This leads to synthetize the multiterminal resistors as the resistors are identical auditage-controlled. The behaviour

corresponding to a specific image processing problem. In theof (1, can be described in terms of theXM node voltages;x

circuit, the stationary values of the capacitorsitages with respect to @ommonnode P, as shown in Fig. 1. These

individuate the position of a minimum of the functional H(X). voltages individuate @omplete se{8] of variables. Forthis

circuit the globalco-content functiom is given bythe sum of

the co-contents ofhe nonlinear resistors [8Penoting by i =

{(v) the voltage-controlled characteristic of each resistor, the

corresponding co-content tedn(v) is

A\
o= 1o o @)
0

By means of the grid resistors, each inner node jk interacts

P directly with those individuating theeighbourhoodset M. |n

Figure 1 the case of first-ordereighbourhoodet,for instance, we have
Njk = {(J!k'l) ’ (Jvk+l) ’ (J'l!k) ’ (J+1:k)}

Then, the minimum of the specific MRF functional can be ) ) )
. o o Denoting by jk and pghe terminal nodes ane of these
interpreted as an equilibrium state of the circuit.

- . ) resistors, the pertinenltage v is given by jx - Xpq and the
As sketched out in Figure 1, onetbe multiterminal elements

. . . . . . . global co-contergi can be thought as a functiontbé vectorx
is obtained by a grid of identical nonlinear two-terminal

resistors. The nonlinear characteristic of these resistors isOf the node potentials

related to the nonlinear nature of the terms in fthrectional



5100 = Z Z (X ~Xpg)

The structure of (X) is identical to that of the term(X) in
expression (6) (X) corresponds to a giveni(X) when a
proper characteristic{(v) for the nonlinear resistors is
individuated.

The relation between the co-content tebnand thenormalized
term®(u) (ranging in the intervgt1,0]) in equation6) can be

formulated as follows

b(uvr ) = dlo(u) +1 ©

The variable u = v/Yis a dimensionless term defined by taking
A = Vi (see expression (4)) and the terms nd

335 = sup ®(v) are normalizing constants.
v

The derivation of the characteristic i &v) from a given
*
H, (X,B) can be obtained as follows.
*
We first observethat the expression (2pr H; (X, B) yields

thefunctionh(u,b). The next step consists in obtainingekien

function®(u) according to the following condition [7]

inf
O<bsM b

(u) = h(u b (10)

From a geometrical point of viewR(u) can be interpreted as
the infimum of a b-parameterizéaimily of quadratic functions.
Then, following [7], the function

inf
O<h=< l\/lb

t(2) = o(/u) = [bz+W(Bh] z ub[0,+0) (11)

is thought as the lower envelope of a one-paramaftame
family.
For any given 1] [0,M,], andfor z O [0,+), the conditions for

the function f(z) to be tangent tihe b-parameterizefdmily of

straight lines bz 4)(b) are

f(z) = bz+ y(b) (12)

df
—=b (13)
dz

By combiningthese two conditions, a Clairaut's differential
equation [9] for f(u) is obtained:

f(z) = z—+w§LE

(14)

Instead of considering the general solut{emily of straight
lines) of equation (14), we refer to the particular solution
(envelope of thefamily of straight lines) that results by
eliminating the parameter b from the system of equations

[¥(z) = zb+ y(b)
EFerllJ(b)

(15)

Thus, according to definition(11), the everfunction ®(u) is
obtained as f&.

As stated in the previous section, thuction ®(u) can be
interpreted as the normalizecb-content of each nonlinear

resistor insidé],1. From expressions (7) and (9), then, we find
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2.2 The resisitive multiterminal;

(16)

The termAHx(X) in expression (1fan now be considered. As
previously stated, this ternforcesthe x variables to remain
close tothe observed datg yepresenting the image to be
filtered. Being the jy/'s fixed terms, then, alsbH;(X) can be
ii Rjk interpreted as theo-content of a
proper resistive network .
Elementary considerations lead to
represent the term\ (Yk - Xi)?
+ through the two terminaloltage-
controlled resistor R represented
in Fig. 2 (see also [3]). The co-

Figure 2 .
d content of ik can be written as

2 2
]k X)) =_= (Ylk ~ Xk )"~ Vik 17

The networkd is made up of NN resistors R , as shown in
Fig. 1. Each of them is connected betwtenreference node P

and the pertinent terminal jk @f;.



The co-contentg, (x) of O, is given bythe sum of the MN

tel’msf)ik

1 2 1 2

(x) =— ik — Xi - i 18

()= ZN Ok =) o 2 Yk (9
. =1,..N
k=1,..M

The last term of this expression is constant, so thddés not
take part toany minimization process. Fothis reason, the
structure ofg, (X) can be considered equivalent tfoat of
Ha(X).
The termAH; in expression (1¢an bebuilt up by using the co-

content termsf)jk (see expression (17)).

The comparison betweeH,(X) and thecorresponding sum of

the dimensionless functions

1,
Qi (x) = 7= Qe (x) 19)
®s
leads to identify the relative weightas
1
A=—— (20)
ZR(DS

In the case of null-mean gaussian white noise with variafice
the maximum a posteriori criteriofy] leads to assign the
regularization parametér the value 1/@% Then, thesecond

term in equation (1) can be written as

1 2

2 Z Yik =~ XjK) (21)
20" j=1,_N

k=1,...M

Comparing this sum with that originating by th@y and

ignoring the constant term (see expressions (17), (18) and (19)),

we obtain
2
= (22)
R=——
&g

that directly relates the circuit parameter R to the variance of

the noise model through the reference pofn@r

3. Anexample
In order to simulate the behaviour of the complete nonlinear
circuit, we define the lower and upper limits for thgsx
voltages as x, and x_, , respectively. Then we take the scaling
relation
Xmax ~ X min

X]k =ka —

X mi (23)
255 min

between the gray levels f1 [0,255] and the corresponding

0
¢ <+
-1 : ¥ ¥ : :
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u
Figure 3
voltages X.

Fig. 3 shows a classical example ®@{u) corresponding to
functions h(u,b) that allow image segmentation and edge

detection. As it can be simply verified, the corresponding co-

content @ can be obtained by choosing ftte nonlinear

_|0

Figure 4
resistors ofd; the piecewise linear characteristic i(fv) of

Fig. 4. In this casepg = 10Vo / 2.



The slope Y/ Ip of the centrategion in Fig. 4 multiplied by C  [2] T. Poggio, V Torre, and C. Koch, "Computational vision

can be arbitrarily taken as a rough reference terfor the and regularization theoryNaturg 317, 314-319 (1985).
definition of the time scale at which the circuit works. [4] T. Poggio and C. Koch, "lll-posed problems in early-
As an example, a circuit defined by N = M = 2567\2V, = vision: from computational theory to analogue networks",

0.8V, |,=0.8mA, C = 1nF, ¥y = 0 and y, = 10V is simulated. Proc. R. Soc. Lond.,226, 303-323 (1985).

[5] D. Geman and S. Geman, “Stochastic relaxation, Gibbs

i
.

distributions, and the Bayesian restoration of images,”
IEEE Transactions on PAMIPAMI-6, No. 6, 721-741
(1984).

[6] D. Geiger and F. Girosi, “Parallel and deterministic
algorithms for MRF's: surface reconstruction|EEE
Transactions on PAMPAMI-13, No. 5, 401-412 (1991).

[7] D. Geman and G. Reynolds, "Constrained restoration and
the recovery of discontinuities,|/EEE Transactions on
PAMI, PAMI-14, No. 3, 367-383 (1992).

[3] J.G. Harris, C. Koch, and J. Luo, "A two-dimensional
analog VLSI circuit for detecting discontinuities in early
vision," Science248 1209-1211 (1990).

[8] L.O. Chua, “Stationary principles and potential functions

for non-linear networks,J. Franklin Inst, 296, No. 2, 91-
114 (1973).

Figure 5a shows the original (uncorrupted) image. Fig. 5b [9] N. Piskunov, Differential and Integral Calculys MIR
Publishers, Moskow, 1977.

Figure 5

shows the image to be processed, obtained by corrupting the
image of Fig. 5a by gaussian noisqu@}, with u = 0 ando =

15. Starting from the initial capacitor voltageg0) generated
through expressio(R3), the circuit simulation gives, after few
multiples of 1, the steady-state valuedrresponding to the
image in Fig. 5c¢ (first-order model). The image in Fig. 5d is the
result obtained by extending thesighbourhoodset toeight
pixels (particular case afecond-order model). In particular,
four other nonlinear resistors with a characteristic {(%)/2
connect eaclpixel jk to thefour pixels {j-2,k ; j+2,k ; j,k-2 ;
j,k+2} too. As expectedsee, e.g., [7]), the first-ordenodel is
very efficient at detecting first-order discontinuities, while the
second-order model is more efficient at reconstrudtiegbasic

geometric structure of the original intensity surfaces.
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