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ABSTRACT

The choice of sensor positions plays a significant role in de-
termining the performance of a nearfield microphone array.
In this paper we propose a criterion for sensor placement
that attempts to minimize the effect of reverberation for a
source within a reverberant room. Rather than assuming a
single source position, the criterion attempts to provide the
best performance taking into account the probabilitydensity
function of the source position. One result of applying the
proposed method is that for speech acquisition in a room, it
may be better to distribute the microphones throughout the
room rather than placing them together in a single array (as
conventional farfield array theory would dictate).

1. INTRODUCTION

There has been much work on microphone arrays over the
past 20 or so years [1]. Traditionally, microphone array de-
signs were based on classical array theory, developed for
farfield sources with narrow frequency bands. Such classi-
cal theory suggests that sensors should be placed with half-
wavelength spacing in order to avoid spatial aliasing. Since
speech is broadband in nature, microphone arrays have typ-
ically used a geometry based on harmonic nesting, in which
the array is composed of a set of nested equispaced ar-
rays, with each subarray being designed for a particular fre-
quency range. These considerations are all valid where a
farfield source is assumed.

When the desired source is in the nearfield, however, it
has been shown that the optimum weights (that maximize
the array gain) are effectively inversely proportional to the
distance from the sensor to the source [4]. In this case the
best performance will be produced by having sensors close
to the desired source. Thus, in this paper we propose a new
criterion for sensor placement in microphone arrays which
is based on maximizing the array gain by placing the sensors
according to the probability density function (pdf) describ-
ing the expected location of the desired source. Other cri-
teria for sensor placement in microphone arrays have been
considered in [2].

2. SIGNAL MODEL AND FORMULATION

Consider an array of N microphones. Assume that the de-
sired source is a point source radiator, and the direct-path
acoustic transfer function (TF) from the source to the nth
microphone output is

an��� �
�

dn
e�j�c

��dn � n � �� � � � � N� (1)

where � � ��f is the angular frequency, c is the speed of
wave propagation, and dn is the distance from the source to
the nth microphone which is given by

dn � kps � pnk (2)

whereps � �xs� ys� zs�
T is the source position vector, pn �

�xn� yn� zn�
T is the position vector of the nth microphone,

and k � k is the vector 2-norm.1

At a given frequency �, the vector of signals received at
the array is given by

x��� � a���s��� � v���� (3)

where

a��� � �a����� � � � � aN ����T (4)

is the vector of direct-path TFs, s��� is the desired source
signal, and v��� is the vector of noise signals obtained at
the array. In this paper we only consider the case where a
single source is used in a reverberant environment. Thus,
the noise vector v��� contains effects due to reverberation
alone. To simplify notation we drop the explicit dependence
on frequency � in the remainder.

Define the noise covariance matrix as

Q � EfvvHg� (5)

We will model the reverberation as being due to a diffuse
noise field, so the �m�n�th element of the noise covariance
matrix is given by the well known expression [3]

Q�m�n� � sinc��c��kpn � pmk�� (6)

1This formulation assumes omni-directional microphones. Directional
microphones can be easily incorporated by including a suitable directional
term in (1).



where sinc�x� � sinx�x. This diffuse model for rever-
beration becomes valid for frequencies above the Schroeder
frequency, fSch � �			�T���V ����, where V is the volume
of the room and T�� is the reverberation time (defined as the
time taken for the sound pressure level to decay by 60 dB
once the source has stopped).

Assume that a set of weights h is applied to the received
array signals to form the signal estimate


s � hHx� (7)

where H denotes Hermitian (complex conjugate) transpose.
There are several optimization criteria that have been pro-
posed for design of the weight vector.

One common criterion is to minimize the output noise
power of the array subject to a linear constraint on the re-
sponse of the array to to the desired signal, i.e.,

min
h

hHQh subject to hHa � r� (8)

where a is the direct-path TF vector for the source loca-
tion (assumed known), and r is the desired response to the
source signal (typically chosen as a suitable delay). The so-
lution to this problem is

ho �
Q��ar�

aHQ��a
� (9)

where � denotes complex conjugate.
These weights also solve the problem of maximizing the

array gain, where array gain is defined as

G �
hHaaHh

hHQh
� (10)

This was the problem considered in [4]. The value of h that
maximizes this ratio of two quadratic forms is

ho � Q��a �� (11)

where � is a scalar constant. Choosing � � r���aHQ��a�
will impose the above linear constraint on the source re-
sponse.

With this optimum value of ho, the output noise power
is

J �
jrj�

aHQ��a
� (12)

where jrj� � � if r is chosen as a pure delay. In the remain-
der we will assume that jrj� � �.

3. SENSOR PLACEMENT CRITERION

Observe from (1) and (6) that the output noise power (12)
will depend explicitly on the sensor positions, and one could
therefore choose the sensor positions to minimize the output
noise power. For a single source position, this would be
found by minimizing (12).
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Figure 1: Variation of output noise power (12) versus inter-
sensor spacing D, for three different positions of the source
signal (xs � 	� 	���� 	��m).

As an example, consider an array with two micro-
phones, located at p� � ��D��� 	� 	�T and p� �
�D��� 	� 	�T, respectively. Assume the desired source is lo-
cated at ps � �xs� 	��� 	�

T. At a frequency of 1000 Hz,
the variation of the cost function (12) with D for different
values of xs is shown in Fig. 1. For each value of xs, the
optimum spacing Do is marked by an asterisk. Notice that
the optimum spacing varies significantly for different source
positions.

In practice one will never know a priori where the
source is located, and in fact, the source will typically be
moving within some region. Therefore, in this paper we
propose to choose the sensor positions to minimize the ex-
pected output noise power, where expectation is taken with
respect to the distribution of the source position. In the
remainder we assume that the probability density function
(pdf) of the source location is known. This is less restrictive
than designing the array assuming that the source position
is fixed. For example, one could design the array to give
reasonable performance for a source at any position within
a specified region; in this case the pdf would be chosen as a
uniform distribution. In other cases (for example, a micro-
phone array placed on a computer monitor where the user
will typically be located directly in front of the screen but
may move slightly away from this position) a Gaussian pdf
may be more appropriate.

Assume that the source location vector ps has a known
probabilitydensity functiong�ps�. Using (12), the expected
noise power is given by

EfJg �

Z
�

��

�

aHQ��a
g�ps� dps� (13)

The proposed criterion is to choose the set of sensor loca-
tions to minimize the expected output noise power:

fpng � argmin
pn

Z
�

��

�

aHQ��a
g�ps� dps� (14)
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Figure 2: Variation of (16) versus intersensor spacing D at
a frequency of 1000 Hz for a two-element array, with four
different source distances (ys � 	���� 	��� 	���� �m).

Even for the simple two-sensor example considered above,
the problem of finding the sensor positions pn that solve
(14) is nonlinear, and finding a closed-form solution appears
to be nontrivial. We will therefore consider numerical solu-
tions in the remainder of this paper.

Returning to the two-sensor example considered in
Fig. 1, assume that the source is positioned along a line par-
allel to the array at a distance of ys � 	�� m, and that the
source position is uniformly distributed within a region of
xs � ��L��� L���. The source location pdf is therefore

g�ps� �

�
�
L
� �L�� � xs � L��

	 otherwise�
(15)

and we have

EfJg �
�

L

Z L��

�L��

J dxs� (16)

A plot of the cost function (16) versus spacing D, for L �
� m and at a frequency of 1000 Hz is shown by the solid line
in Fig. 2.2 The optimum spacing (marked by an asterisk) is
given by Do � 	�
� m.

Clearly, the optimum spacing also depends on the dis-
tance from the source to the array. To investigate this, the
resulting values of (16) for different source distances are
shown in Fig. 2. As one would expect, the further the source
is away from the array the worse the noise performance.
However, notice also from Fig. 2 that for a source distance
of 0.25 m the optimum sensor spacing is D � 	 m.3 In
other words, in this case it appears to be better to have only
a single sensor rather than two! This result seems surpris-
ing.

2The integral in (16) was calculated by summing over21 equally spaced
source locations within the region xs � ��L���L���.

3In fact, the minimum was D � � � ���� m, since Q is singular if
D � �.
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Figure 3: As in Fig. 2, but using a four-element array.

This experiment was repeated using a four-element ar-
ray. Again the sensors were equally spaced, and the source
was positioned along the same line parallel to the array. The
variation of the cost function (16) as a function of intersen-
sor spacing D, for L � � m and a frequency of 1000 Hz,
is shown in Fig. 3 for different source distances. As one
would expect, increasing the number of sensors improves
the noise performance (i.e., reduces the value of EfJg). In
comparing Figs. 2 and 3, notice that for the optimum spac-
ing the value ofEfJg is approximately proportional to ��N
(where N is the number of sensors). Simulations with dif-
ferent numbers of equispaced sensors confirm that this re-
lation holds approximately. However, this is not true for all
values ofD, and in fact, for large values of D increasing the
number of sensors provides very little improvement in the
expected output noise power.

There is one other comment to make regarding these re-
sults. Although in each case an optimum value of D can
clearly be found by minimizing (16), one might ask whether
this is indeed necessary. Referring to Figs. 2 and 3, one no-
tices that a spacing of a half-wavelength (or 0.17 m) results
in a value of EfJg that is negligibly different from that
obtained using the optimum spacing. It therefore appears
that even for nearfield arrays, a spacing of a half-wavelength
is a reasonably good choice for a linear array with equally
spaced sensors designed for operation at a single frequency.

4. BROADBAND DESIGN

The formulation considered so far has considered operation
at a single frequency. However, microphone arrays designed
for speech pickup must cover a wide frequency band of sev-
eral octaves. In this section we extend the previous formu-
lation to a broadband design and consider an example for
speech pickup in a room.

For a broadband design, the proposed criterion for sen-
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Figure 4: Geometry for broadband example. Source loca-
tions are indicated by the shaded region, microphone loca-
tion are denoted by the circles.

sor placement can be modified to yield:

fpng � argmin
pn

Z �U

�L

Z
�

��

g�ps�

aHQ��a
dps d�� (17)

where �L and �U , respectively, are the lower and upper
band edges of the desired frequency range.

We now consider an example to demonstrate application
of the broadband criterion (17). Consider an array of four
microphones, equally spaced with a spacing of D m. The
source position is uniformly distributed within a square re-
gion at the same height as the array, and the center of the
source distribution is equidistant from the x and y axes and
is collinear with the center of the array. Refer to Fig. 4 for
the geometry. The frequency band of interest was chosen as
300 Hz to 3400 Hz, and the integration over frequency in
(17) was performed by summing over the band in intervals
of 100 Hz.

Results of applying (17) to find the optimum spacing D
are shown in Table 1(a), in which Do is the optimum spac-
ing and Jo is the corresponding minimum value of the dou-
ble integral in (17). Two different sizes of the source region
are considered, 1 m � 1 m and 2 m � 2 m. For each case,
four different positions of the source region are considered,
where the �x� y� location of the center of the source region
is given in the left hand column. In each example, the array
is positioned along the x-axis with its center collinear with
the center of the source region. As one would expect, per-
formance improves (i.e., Jo decreases) as the source region
moves closer to the array.

We also consider an alternative array geometry with two
separate arrays, each containing two sensors separated by a
distance D, where one array is located along the x-axis and
the other along the y-axis of Fig. 4. The center of each
array is collinear with the center of the source region. Re-
sults are shown in Table 1(b). In comparing Table 1(a) and
(b), note that in each case the two perpendicular 2-element
arrays perform better than the single 4-element array, with
normalized improvements ranging from 3% to 20%.

Center of 1 m � 1m 2 m � 2 m
source region Jo Do Jo Do

(3.0,3.0) 2.32 .38 2.47 .36
(2.5,2.5) 1.64 .32 1.78 .34
(2.0,2.0) 1.07 .28 1.22 .32
(1.5,1.5) 0.63 .24 0.77 .32

(a) 4-element array

Center of 1 m � 1m 2 m � 2 m
source region Jo Do Jo Do

(3.0,3.0) 2.25 .52 2.26 .52
(2.5,2.5) 1.57 .50 1.59 .48
(2.0,2.0) 1.01 .46 1.04 .46
(1.5,1.5) 0.57 .40 0.61 .48

(b) Two perpendicular 2-element arrays

Table 1: Broadband design example (refer to text for de-
tails).

5. CONCLUSIONS

A new criterion for sensor placement in microphone arrays
has been proposed in which the microphones are located
to minimize the expected output noise power. Rather than
assuming the source is in a fixed position, the source is as-
sumed to be located within a certain region with a given
probability density function. One new result is that for
speech acquisition in a room, it may be better to distribute
the sensors throughout the room rather than placing them
together in a conventional array geometry. Finally, it must
be pointed out that the present investigation is preliminary
and has been based on numerical simulations. Further in-
vestigation is required to enable one to draw more general
theoretical conclusions.
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