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ABSTRACT

In recent work we considered the use of a microphone ar-
ray located in a reverberated room - where general acoustic
transfer functions (ATFs) relate the source signal and the
microphones - for enhancing a speech signal contaminated
by interference. The resulting frequency-domain algorithm
enables dealing with a complicated ATF in the same sim-
ple manner as Griffiths & Jim GSC algorithm deals with
delay-only arrays. In this contribution a general expression
of the enhancer output is derived. This expression is used
for evaluating two figures of merit, i.e., noise reduction abil-
ity and the amount of distortion imposed. The performance
is shown to be dependent on the ATFs involved, the noise
field and the quality of estimation of the ATF ratios. An-
alytical performance evaluation of the method is obtained.
It is shown that the proposed method maintains its good
performance even in the general ATF case.

1. INTRODUCTION

The generalized sidelobe canceller, proposed by Griffiths
& Jim [1], is widely used in the field of multi-microphone
speech enhancement. Analytical calculations of the perfor-
mance limitations have therefore attracted the attention of
many researchers (e.g. [3],[4]). Recently, an extension of
the GSC concept for the general ATF case was proposed by
us [2]. This algorithm, nicknamed TF-GSC, have proven
experimentally to outperform the classical GSC method for
the more realistic room acoustics scenario. In this contri-
bution we turn into analytical performance evaluation of
this newly proposed method. In Section 2 we summarize
the proposed method. In Section 3 we derive a general ex-
pression of the output power spectral density (PSD). This
expression is used for evaluating the speech distortion and
noise reduction in Section 3.1 and Section 3.2, respectively.

2. SUMMARY OF THE TF-GSC

Consider an array of sensors in a noisy and reverberant
environment. Using short term frequency analysis notation
(STFT) we have in vector form:

Z(t, ejω) = A(ejω)S(t, ejω) + N(t, ejω), (1)

where

Z
T (t, ejω) =

[
Z1(t, e

jω) Z2(t, e
jω) · · · ZM (t, ejω)

]

A
T (ejω) =

[
A1(e

jω) A2(e
jω) · · · AM (ejω)

]

N
T (t, ejω) =

[
N1(t, e

jω) N2(t, e
jω) · · · NM (t, ejω)

]
.

Zm(t, ejω) is the m-th sensor signal STFT, S(t, ejω) is a de-
sired non-stationary signal source (e.g. speech), Nm(t, ejω)
is a stationary interference signal at the m-th sensor (both
coherent and ambient components) and Am(ejω) are slowly
time-varying ATFs from the desired speech source to the
m-th sensor. Figure 1 summarizes our suggested solution.
The output of the algorithm is given by,
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Figure 1: The general transfer function GSC. W0 is an ATF
ratios matched filter. H is a blocking matrix.

Y (t, ejω) = YFBF(t, ejω) − YNC(t, ejω) = (2)

W
†
0(e

jω)Z(t, ejω) − G
†(t, ejω)U(t, ejω) =

F∗(ejω)

‖Ĥ(ejω)‖2
Ĥ

†(ejω)Z(t, ejω) − G
†(t, ejω)Ĥ†(ejω)N(t, ejω).

This GSC solution is comprised of three components. A
fixed beamformer (FBF) implementing a matched filter fol-
lowed by an arbitrary filtering operation, F(ejω), a blocking
matrix that constructs the reference noise signals, U(t, ejω),

and a multi-channel noise canceller (NC). Ĥ is an estimate
of the ATF ratios,

H
T (ejω) =

[
1 A2(ejω)

A1(ejω)
· · · AM (ejω)

A1(ejω)

]
=

AT (ejω)

A1(ejω)

and Ĥ is an estimate of the M × (M − 1) blocking matrix,

H(ejω) =




−
A∗

2
(ejω)

A∗

1
(ejω)

−
A∗

3
(ejω)

A∗

1
(ejω)

. . . −
A∗

M (ejω)

A∗

1
(ejω)

1 0 . . . 0
0 1 . . . 0

. . .
. . .

0 0 . . . 1




. (3)



Thus, knowledge of the ATF ratios is sufficient to imple-
ment the algorithm. Minimization of the output power can
be implemented by adjusting the filters G(t, ejω) using the
multi-channel Wiener filter (e.g. [3]),

G(t, ejω) = Φ−1
UU

(t, ejω)ΦUY (t, ejω), (4)

where,

ΦUY (t, ejω) = E{U(t, ejω)Y ∗
FBF(t, ejω)} (5)

ΦUU(t, ejω) = E{U(t, ejω)U†(t, ejω)}.

In actual scenarios the filters H(ejω) are not known in
advance, and have to be estimated. This estimation can
be stated as a problem of system identification with known
input, z1(t), and known output, zm(t), as is evident from
the reference noise signal definition,

Zm(t, ejω) = Hm(ejω)Z1(t, e
jω) + Um(t, ejω). (6)

Due to obvious correlation between the noise signal and the
input signal, the use of a conventional identification proce-
dure will yield a biased solution. Instead, an estimation
procedure exploiting the desired signal nonstationarity, is
used [2]. The idea is to divide the received signals into
frames and estimate the PSD in each of them. Exploiting
the facts that the desired signal is nonstationary while the
noise term is stationary and the ATFs are fixed during the
observation period - a set of equations in the same unknown
ATF ratios is constructed. This set can be solved by virtue
of the LS procedure.

3. ANALYTICAL PERFORMANCE

EVALUATION

Conducting the required calculations using Eqs. 2,4,5 the
output PSD, Φoo(t, e

jω) = E
{
Y (t, ejω)Y ∗(t, ejω)

}
, can be

calculated for any given input signal Z(t, ejω) = S(t, ejω)
having a PSD ΦSS(t, ejω). The result is given in Eq. 7 at
the top of the next page. This complicated expression forms
the basis of our analytical evaluation of the proposed algo-
rithm. It depends on various parameters. The input signal
PSD [ΦSS(t, ejω)], the noise field used for calculating the
optimal filters [ΦNN(t, ejω)] and the ATF ratios estimate

Ĥ(ejω) [which is also used for the blocking matrix Ĥ(ejω)].
Note, that since we assume independence of the desired sig-
nal and the noise signal, we can use Eq. 7 to calculate the
desired signal and the noise signal contributions separately.
Thus, the noise reduction and the distortion imposed by
the algorithm can be calculated.

3.1. Desired Signal distortion

3.1.1. Effects of ATF ratios estimation error

Signal distortion is caused by errors in estimating the ATFs.
This estimation error has twofold influence. First, as the
FBF is not accurate, it can degrade the alignment of the
signal, causing noncoherent addition. Second, the blocking
matrix, which terms depend on H(ejω) estimate, would not
block the desired signal completely, causing self-cancellation.

The distortion imposed by the algorithm can be calcu-
lated using Eq. 7 with a signal impinging the array from
“direction” A(ejω). As the filter F(ejω) is an arbitrary

predetermined filter and the ATF A1(e
jω) can not be elim-

inated by the algorithm, we will define the distortion as,

DIS(t, ejω) =
Φs

oo(t, e
jω)

|F(ejω)|2|A1(ejω)|2
. (8)

This expression depends on the desired signal’s ATFs, its
estimation accuracy and the noise field.

The simpler situation, when only delay relates the sources
and the sensors (i.e. the direction of arrival (DoA) of the
sources completely determines the ATFs) is depicted in Fig-
ure 2. In this case the array is optimize to cancel noise
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Figure 2: Output PSD of linear array with M = 5 sensors.
Delay-only ATFs for both speech and noise.

source from θ = 40o (by optimization of the array we refer
to designing the optimal Wiener filter in the noise cancella-
tion branch), and the desired signal impinges the array from
DoA θ = 90o. It can be seen, that signals from θ = 90o di-
rection bare no loss while low distortion is caused by steer-
ing errors around the correct angle (regardless of the ATFs’
identification method). The performance in diffused or in-
coherent noise fields is not significantly different.

3.1.2. Analysis of ATF ratios estimation error

The estimation error depends on the method used. Main
results of the nonstationarity method are cited here. Let,
the estimated ATF ratios vector be,

Ĥ(ejω) = H(ejω) + E(ejω).

Then the mean of the error term is zero, and its variance is
given by,

var{Em(ejω)} =
1

BT

1

SNRm
ave(ejω)

Ξ(ejω), (9)

where, we defined the Non-Stationarity Index as

Ξ(ejω) =
< Φz1z1

(t, ejω) >< 1/Φz1z1
(t, ejω) >

< Φz1z1
(t, ejω) >< 1/Φz1z1

(t, ejω) > −1
,

and the averaged signal to noise ratio as,

SNRm
ave(e

jω) =
< Φz1z1

(t, ejω) >

Φumum(t, ejω)
.

The symbol 〈·〉 denotes frame averaging, T is the total
observation time and B is the bandwidth of the window
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Φs
oo(t, e

jω) =
|F(ejω)|2

‖Ĥ(ejω)‖4
×

{
Ĥ

†(ejω)ΦSS(t, ejω)Ĥ(ejω) − Ĥ
†(ejω)ΦNN(t, ejω)Ĥ(ejω)

(
Ĥ†(ejω)ΦNN(t, ejω)Ĥ(ejω)

)−1

−

Ĥ†(ejω)ΦSS(t, ejω)Ĥ(ejω)Ĥ†(ejω)ΦSS(t, ejω)Ĥ(ejω)
(
Ĥ†(ejω)ΦNN(t, ejω)Ĥ(ejω)

)−1

Ĥ†(ejω)ΦNN(t, ejω)Ĥ(ejω) +

Ĥ
†(ejω)ΦNN(t, ejω)Ĥ(ejω)

(
Ĥ†(ejω)ΦNN(t, ejω)Ĥ(ejω)

)−1

Ĥ†(ejω)ΦSS(t, ejω)Ĥ(ejω)

×
(
Ĥ†(ejω)ΦNN(t, ejω)Ĥ(ejω)

)−1

Ĥ†(ejω)ΦNN(t, ejω)Ĥ(ejω)

}
(7)

used by the Blackman-Tukey PSD estimation procedure.
Φz1z1

(t, ejω) is the first microphone PSD. Φumum(t, ejω) is
the m-th reference noise signal PSD. 1 < Ξ(ejω) < ∞, tends
to infinity as the signal z1(t) is more stationary. According
to Eqs. 6,9 the influence of the noise signal is twofold. High
levels of noise reduce the averaged SNR level [i.e. reduce
SNRm

ave(e
jω)] and increase the amount of z1(t) stationar-

ity [i.e., increase Ξ(ejω)], thus causing an increase in the
error variance. Neglecting second order effects we will an-
alyze the distortion caused by errors in estimating ATFs
recorded in a real room. The test scenario shown in Fig-
ure 3 is studied. The enclosure is a conference room with
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Figure 3: Test scenario: an array of five microphones in a
noisy conference room.
dimensions 5m × 4m × 2.8m. A linear array is placed on
a table at the center of the room. Two loudspeakers are
used. The left one for speech source and the right one for
the noise source. The locations are marked in the Figure.
Accurate ATFs estimates was obtained for each signal sep-
arately. These ATFs were used in Eqs. 8,9 to evaluate the
predicted distortion. It is shown by the simulation, that
even for input SNR as low as −5dB, the predicted distor-
tion is no more than 6dB in the interesting frequency band.
This result is with good agreement with the algorithm per-
formance presented in [2]. Only weak dependency of the
amount of distortion on the noise field was encountered.

3.2. Noise reduction

Starting again from the general expression in Eq. 7, substi-
tuting the input signal with the same noise signal used for
calculating the Wiener filter and assuming perfect knowl-
edge of the ATF ratios, gives the output noise PSD.

Φn
oo(t, e

jω) = Φn
fbf (t, ejω)− (10)

|F(ejω)|2

‖H(ejω)‖4
H

†(ejω)ΦNN(t, ejω)H(ejω) ×

(
H†(ejω)ΦNN(t, ejω)H(ejω)

)−1

H†(ejω)ΦNN(t, ejω)H(ejω),

where, Φn
fbf (t, ejω) is given by,

Φn
fbf (t, ejω) = E{Y n

FBF(t, ejω)Y n∗
FBF(t, ejω)}

=
|F(ejω)|2

‖H(ejω)‖4
H

†(ejω)ΦNN(t, ejω)H(ejω).

An interesting figure of merit is the extra noise reduction
achieved by the noise cancelling branch (see also [4]),

NRnc(t, e
jω) =

Φn
fbf (t, ejω)

Φn
oo(t, ejω)

. (11)

3.2.1. Dependency on Noise Field

The resulting expression for the output noise PSD depends
on the sensors noise PSD. Three important noise fields are
addressed. Coherent (point source), diffused (spatially ex-
tended) and incoherent (noise signals generated at the sen-
sors, e.g., amplifier noise, are assumed to be uncorrelated).

For a single point source noise signal with general ATFs
B(ejω) the sensors noise spectral matrix is given by

ΦNN(t, ejω) = Φnn(t, ejω)B(ejω)B†(ejω),

where, Φnn(t, ejω) is the noise source PSD. The output
noise PSD turns out to be Φn

oo(t, e
jω) = 0, provided that

B(ejω) 6= A(ejω), i.e. perfect noise cancellation is achieved
(due to the noise cancelling branch). In the delay-only case
this result is manifested by the deep notch at θ = 40o in Fig-
ure 2. It was shown by Bitzer et al. [4] that even the classical
Griffiths & Jim beamformer may achieve the same amount
of noise reduction in the delay-only case. This property is
generalized by the proposed method even for the more com-
plicated general ATF case, as shown in Figure 4 (for the
same test scenario shown in Figure 3). It is evident that a
noise reduction of up to 70dB at the interesting frequency
band (there is almost no signal in the lower frequencies )
can be achieved for this coherent noise field.

In highly reverberating acoustical environment, such as
a car enclosure, the noise field tends to be diffused (e.g.,
see [4]), i.e. the cross-coherence function between signals
received by two sensors (i,j) at distance dij is,

ΓZiZj
(ejω) =

ΦZiZj
(ejω)√

ΦZiZi
(ejω)ΦZjZj

(ejω)
=

sin(ωdij/c)

ωdij/c
,

where c is the speed of sound. The noise PSD at the sensors
input is thus,

ΦNN(t, ejω) = Φnn(t, ejω)Γ(ejω).

Γ(ejω) is the coherence matrix, which components are given
above. The amount of extra noise reduction achieved by the
noise cancelling branch depends on the ATF ratios H(ejω)
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NRnc(t, e

jω) = 1

/(
1 −

H†(ejω)Γ(ejω)H(ejω)
(
H†(ejω)Γ(ejω)H(ejω)

)−1
H†(ejω)Γ(ejω)H(ejω)

H†(ejω)Γ(ejω)H(ejω)

)
(12)
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Figure 4: Expected noise reduction for both speech and
noise general ATF case.
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Figure 5: Linear array with M = 5 sensors for delay-only
ATFs. Extra noise reduction of noise cancelling branch for
diffused noise field.

and is given in Eq. 12 at the top of the page. This extra
noise reduction, as a function of the DoA and the frequency,
is given in Figure 5 for a delay-only desired signal ATFs
in a diffused noise field. The amount of noise reduction
achieved by the noise cancelling branch of the algorithm
in the higher frequencies is shown to be almost zero. The
general ATFs case is no better as shown in Figure 6. In the
Incoherent Noise field no noise reduction is achieved by the
noise cancelling branch.

4. CONCLUSIONS

While it is commonly known that the performance of the
classical Griffiths & Jim GSC algorithm severely degrades
in the general ATFs case, it was shown that the recently
proposed TF-GSC algorithm still maintains its good perfor-
mance in terms of both noise reduction and signal distortion
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Figure 6: Expected noise reduction for general ATF speech
signal and Diffused noise field.

figures of merit. The analytical performance evaluation pre-
sented supports the previously achieved experimental study.
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