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ABSTRACT

In this paper we describe our setup and some �rst ex-
periments to evaluate the potential of the use of two
microphones with a very small distance for noise re-
duction in the car. We examine the improvement with
respect both to speech quality and the error rate of a
speech recognition system.

1. INTRODUCTION

As there is an ever-increasing demand for safety in cars,
hands-free telephone systems and speech-controlled
equipment are nowadays often used. Optimal func-
tionality of such systems requires a su�cient signal-
to-noise-ratio (SNR). However, in a car the SNR is fre-
quently very low due to the various types of noise being
present. For this reason the enhancement of the SNR
by means of a noise reduction unit is often required.

In this contribution the potential of dual channel
approaches to noise reduction with very small micro-
phone arrangements is investigated. The work is part of
the European research project SENECA (Speech con-
trol modules for Entertainment, Navigation and com-
munication Equipment in CArs) [1] in the ESPRIT IV
framework. It is the objective of the SENECA project
to develop a robust and inexpensive multi lingual dia-
logue system for the automotive environment.

One major problem is the quality of speech signals
recorded through a far talk microphone in a car. Be-
sides the speech signal from the driver the microphone
signal in general contains background noise and in a
telephone conversation echos from the remote speaker.
Within the SENECA project algorithms for noise re-
duction and echo compensation have been investigated
and implemented on the target DSP platform. In the
�rst phase of the project single channel approaches
have been considered. Furthermore, in the second
phase of the project, the extension to two microphones
has been examined.
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The automotive market is very cost sensitive.
Thereby the tradeo� between improved speech qual-
ity and additional costs has to be taken into account.
One considerable cost factor is the installation of mi-
crophones at di�erent places in the car. In our work
we examined the possibility of providing a cost e�cient
solution by mounting two microphones in one housing.
This requires a small distance between the microphones
(maximal distance of 5 cm).

In SENECA we have developed a framework to in-
vestigate the potential of this approach. The goal of the
noise reduction is twofold: Enhanced speech quality for
hands free telephony and improved recognition perfor-
mance in the presence of noise. In the following we �rst
will discuss the selection of the microphone positions
and the collection of a multi-channel data base. We
then will describe our methods for evaluation of sub-
jective quality and recognition performance. Next, an
approach for two-channel noise reduction is presented.
Finally, we report �rst results for this new approach.

1.1. Microphone position

In a �rst test we recorded speech and noise signals with
two microphones in di�erent geometries in order to �nd
an optimal arrangement. In all cases the microphones
were mounted near the mirror in the car. Mainly based
on the measured coherence function between the noise
signals we decided to use a arrangement in which one
microphone is pointing to the speaker and the other
into the opposite direction (back-toback). The distance
between these microphones is around 4 cm.

Additionally, we used two more microphones that
are also positioned very close to the �rst microphone
but both point in the direction of the speaker. This
arrangement is intended to examine alternative noise
reduction approaches.

2. DATABASE

In order to evaluate the system with regard to the two
criteria mentioned above we collected a database with



the special microphone arrangement. The database
consists of 20 sessions from 20 di�erent speakers.

Each session contains 5 phonetically balanced sen-
tences and 55 spelled city names. The multichannel
platform developed in the SpeechDat-Car project [2]
was used. This platform allows to record four chan-
nels simultaneously. The data is sampled at 16kHz
and quantized with 16 bits. The prompts for the dif-
ferent items are shown on a display. In all cases the
driver is the speaker. An experimenter guides the
speaker through the recording session. The collected
speech material is then transcribed according to the
SpeechDat-Car speci�cations.

In general, each session was recorded in a speci�c
driving condition such as city or highway tra�c. For
the subjective listening tests, however, we wanted to
use examples from a given speaker in di�erent driving
conditions. Therefore, we collected in four sessions (2
male and 2 female speakers) two test sentences in four
di�erent driving conditions: car stopped (motor run-
ning), city tra�c, acceleration and constant speed 120
km/h. We choose the two sentences 1

1. August Macke schrieb diese Zeilen neunzehn hun-
dert zehn an seinen Freund

2. Die Burg Altenahr stammt aus dem elften
Jahrhundert

3. SUBJECTIVE EVALUATION

The speech quality is examined in subjective listening
tests with a number of di�erent listeners. The signal
quality is rated on an absolute scale and the original {
noisy { recordings are included as reference in the test.
The test modalities are designed as follows:

� absolute scaling on a rating scale with 5 steps

� random mixture of test stimuli in the listening
test with 2 seconds evaluation pause after each
sample (judgment time)

� repeated presentation of the samples during lis-
tening test (Trial 2-fold)

� acoustical playback of the stimuli using a cali-
brated playback equipment

� evaluation of sound samples due to the criteria
Overall Acceptance and Speech Quality.

In order to give the listeners a �rst impression, each
presentation was started with three selected sound
samples (subjective worst sound, medium range sound
and subjective best sound). These samples were se-
lected based on the results of subjective evaluation of
three listeners.

1The recordings of the test sentences can be found at the

SENECA web page.

This test program was completed in a �rst step
by eight expert listeners and in the main test by 30
consumers (users). The listeners for the user evalua-
tion were selected by means of telephone interviews.
As a result of these interviews 50% female and 50%
male listeners were chosen, who often call persons with
car phones. Criterion for the participation in the test
was the experience of the consumer with the quality of
hands{free mobile phone systems.

4. EVALUATION OF RECOGNITION

PERFORMANCE

As a test for the e�ect of the noise reduction on the
speech recognition we measured the error rates on the
spelling sequences. The recognition performance both
for the original and the processed spelling sequences is
compared. The recognition of spelled names provides a
challenging recognition task thereby giving signi�cant
results even with a fairly small database. In these tests
a unrestricted recognition of letters was performed, i.e.
no language model or list of entries was used.

5. NOISE REDUCTION METHOD

Our �rst simulation experiments focus on an approach
for the back-to-back con�guration. The processing oc-
curs in three stages. At �rst, the uncorrelated noise
parts are reduced by means of a correlation �lter.
Residual noise components are than reduced using a
spectral subtraction �lter. Finally, a post processing
�lter reduces and masks most of the artifacts arising
during the processing. In the following the main ele-
ments of this approach (in the following called \com-
bined approach") will be described in some detail.

5.1. Correlation �lter

Let x1 be the signal from the microphone pointing away
from the speaker and x2 the signal from the micro-
phone pointing toward the speaker. Due to the micro-
phone geometry described above the two microphone
signals contain a signi�cant amount of uncorrelated
noise components, whereas, the speech components are
strongly correlated. The correlation �lter is de�ned by
the transfer function

W1(b; n) = min

������x2x1(b; n)

�x2x2(b; n)

����
r

; 1

�
(1)

b denoting the block index and n the discrete fre-
quency index. �x2x1(b; n) denotes the estimated time-
dependent cross power spectral density of the two mi-
crophone signals. �x2x2(b; n) represents the estimated
power spectral density of the signal of the microphone
which is directed to the speaker. In the following, we
will omit the index b and n. Spectral components of
X2 which are uncorrelated to X1 will be suppressed by



the �lter W1. For these components, which we assume
to consist of noise only, W1 will be su�ciently close to
zero. Measurements have shown that the introduced
noise reduction by this �lter is between 5 and 10dB.

5.2. Voice activity detection in the frequency

domain

For the spectral subtraction the information about the
presence of voice activity is needed. Voice activity can
be estimated from the weighting function of the cor-
relation �lter. Due to the di�erent correlation proper-
ties of speech and noise in the microphone signals, the
weighting function takes higher values during speech
activity than during pauses. The sum of the computed
weighting function coe�cients is calculated as

pa(b) =

n=N�1X
n=0

W1 (2)

whereN is the length of the used fast Fourier transform
(FFT). The calculated sum pa(b) is smoothed using a
forgetting factor �vadf

pt(b) = �vadf � pt(b� 1) + (1� �vadf ) � pa(b) (3)

Then, the value

p(b) = min

�
pt(b)

pa(b)
; 1

�
(4)

is interpreted as probability of speech absence. For
p(b) � 0:75 we decide for a speech pause.

5.3. Reduction of the residual noise

Residual noise components that can not be eliminated
using the correlation properties of the two microphone
signals are suppressed in this stage. The suppression of
these components is based on the well known spectral
subtraction. Using the spectral 
oor Hspfl the weight-
ing function W2 of the spectral subtraction is given by

W2 = max

�
1�

�n2n2

�x2x2

; Hspfl

�
(5)

In our approach we estimate the noise spectrum from
the microphone pointing away from the speaker. The
underlying assumption is that this channel contains less
speech components and therefore a better estimation of
the noise is possible. The time-frequency spectrum N̂1

of the extracted background noise is calculated as

N̂1 =
�n1n1

�x1x1

�X1 (6)

�n1n1 and �x1x1 , respectively, denoting the estimated
power spectral densities of the noise and the noisy
signal from the microphone pointing away from the

speaker. Replacing �n2n2 in (5) by the estimation from
N̂1 results in

W2 = max

�
1�

c2 � �2

n1n1

�x1x1 � �x2x2

; Hspfl

�
(7)

c is a power adjustment factor for the noise signals of
the two microphones. Replacing xi(k) and with si(k)+
ni(k); i+ 1; 2 yields

W2 = max

�
1�

c2 � �2

n1n1

j�s1s2 j
2 + j�n1n2 j

2
; Hspfl

�
(8)

When speech is predominant the cross power spectral
density of the speech signals is high. Then, the quotient
in (8) is small and the �lter W2 is close to one. On the
other hand, when no speech is present the quotient is
close to one and the �lter blocks the noise. Finally,
the transfer function for the whole system is given as
product W = W1 �W2 of the transfer functions of the
two units.

5.4. Post processing

Using the �ltering described above, some undesirable
residual noise components remain in the output signal,
especially, during speech pauses. Fluctuations in the
transfer function can be reduced by decreasing its fre-
quency resolution in intervals without speech activities.
However, during speech activities, a high resolution is
required, so that noise components between the har-
monics can be attenuated. This can be achieved by
introducing a post processing unit with adaptive fre-
quency resolution. We use a modi�ed version of the
tree-structure method proposed by G�ulzow [3]. Ac-
cording to this method adjoining sub bands which do
not belong to speech activity intervals are combined.
At �rst, the frequency band consisting of M channels
is divided into K � M=2 equidistant sub bands. If in
a sub band the signal power is lower than the weighted
estimated noise power, all the spectral coe�cients of
the weighting function in this sub band are replaced by
their mean value. Otherwise this sub band is divided
into two new equidistant sub bands and the comparison
procedure is repeated.

Musical tones are randomly distributed compo-
nents. The amplitude of such a component can be very
high. Consequently, the calculated mean value can be
adversely a�ected by these high amplitudes even if all
other spectral coe�cients are close to zero. In order to
avoid this phenomenon the algorithm has been modi-
�ed to use the median instead of the mean value.

6. RESULTS

6.1. Subjective evaluation

The results from the subjective evaluation are summa-
rized in Table 1. In this test we included as an alterna-
tive a noise reduction system implementing a graphic



Table 1: Rating of the subjective evaluation in expert
and user tests

orig. equal. comb.

Expert Acceptance 3.2 2.5 2.3

Expert Quality 3.2 3.0 2.4

User Acceptance 3.4 2.7 2.8

User Quality 3.8 3.2 2.6

equalizer [4]. Although the noise reduction systems re-
move a signi�cant amount of background noise they
are rated lower both from experts and so-called users.
This fact results in our opinion from the non-natural
sound of the systems. Some experts remarked a \non-
natural, electronic, distorted voice". The system with
the graphical equalizer removes less noise and thereby
a�ects the speech less. This results in higher scores in
the perceived Quality.

A detailed analysis of the scores showed that for the
male speaker the score in Acceptance is in average about
0.4 points better than for the female speaker. The cri-
terion Quality yields a di�erence of 0.25 points in av-
erage. Again the male speaker scores better than the
female one. This fact agrees with spontaneous state-
ments from a lot of test listeners (experts and users),
who mentioned after the tests that the female voice is
less \clearly to understand" than the male voice. Al-
though the graphical equalizer in general scores better
than the combined approach, the Acceptance for the
female speaker is lower.

6.2. Recognition experiment

In the recognition experiment we used the spelled city
names from 19 di�erent speakers. In summary 990 ut-
terances with an average of 9 letters per utterance were
processed. The 8kHz speech signals resulting from the
noise reduction were up-sampled to 12kHz. Recogni-
tion rates both for the original and the processed speech
signal were measured. Furthermore, we ran one test
with the build-in single-channel noise reduction of the
recognizer. In the other two tests, this noise reduction
was switched o�.

The results are summarized in Table 2. Using
the new approach results in a small increase of sub-
stitutions and a large increase of insertions. The in-
tegrated single-channel noise reduction, on the other
hand, yields a signi�cantly improved performance. It
should be noted, however, that the results can not be
compared directly. The integrated method has been
applied both in training and recognition. Training
a new recognizer with output from the dual channel
method would require the collection of a large data
base with the special microphone arrangement.

Table 2: Error rates for letters (Substitutions, dele-
tions, insertions, total error rate)

Method sub del ins err

Original 45.1% 1.1% 0.8% 47.0%

Combined 47.6% 0.6% 5.5% 53.8%

Integrated NR 34.7% 0.2% 2.0% 37.0%

7. CONCLUSIONS

Within the SENECA activities on dual channel noise
reduction we have developed a frame work for testing
new approaches on microphone arrangements with very
small distances. First experiments with one arrange-
ment were performed. Although we did not achieve an
improvement the results provide valuable insight and
�rst benchmarks. Further work could include re�ne-
ment of the proposed approach as well as alternative
approaches using some combinations of the four micro-
phone channels.
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