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ABSTRACT 

In this paper an acoustic echo compensator with an 
additional frequency domain adaptive filter for com- 
bined residual echo and noise reduction is proposed. 
The algorithm delivers high echo attenuation as well 
as high near end speech quality over a wide range of 
signal-to-noise conditions. The system makes use of 
a standard time domain echo compensator of low or- 
der, after which the proposed adaptive filter is placed 
in the sending path. In contrast to other combined 
systems [l, 2,3], our method uses an explicit estimate 
of the power spectral density of the residual echo af- 
ter echo compensation. The separate estimations of 
the power spectral densities of the residual echo and 
of the background noise, respectively, are then flex- 
ibly combined, such that in the processed signal a 
low level of intentionally left, background noise will 
effectively mask the residual echo. 

1 INTRODUCTION 

A basic block diagram of our single-microphone sys- 
t,em is shown in Fig. 1. It consists of the time do- 
main echo compensator C and the additional adap- 
tive filter H in the sending path. z(L) denotes the 
signal from the far end speaker. The microphone 
signal y(k) consists of the near end speech s(k), the 
near end noise n(k), and the echo d(lc). The esti- 

mated echo z(k) is subtracted from y(k) yielding the 
echo compensated signal e(k). This can be written 

as e(k) = s(lc)+n(k)+b(k), where b(k) = d(lc)-d^((k) 
is t,he residual echo. 

In a car environment, we typically choose the order 
of the echo compensator to NC = 200. The short 
compensator has, besides the lower implementation 
costs, some distinct advantages compared to a longer 
one: it will converge faster and the adaption is also 
more robust3 against noise. However, as the room im- 
pulse response in a medium size ca.r usually has about 
500 coefficients of substantial energy (sampling fre- 
quency 8000 Hz), it is obvious that the compensator 
will not be able to remove the echo d(k) completely. 
One of the tasks of the filter H is to attenuate the 
residual echo b(lc). A time domain filter with this 
purpose has been examined in [4, 51. 
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Figure 1: Block diagram of an echo compen- 
sator C with an additional adaptive filter H in 
the sending path. 

The second task is to reduce the level of backgrourld 
noise n(k), which is present in the microphone sig- 
nal. This noise can be of very different characters. A 
large portion of the energy is, however, t,ypically con- 
centrated at lower frequencies and the noise is fairly 
stationary compared to speech. The last property 
makes it possible to distinguish between speech and 
noise and is fundamental to all single microphone 
speech enhancement algorithms. 

It is seldom necessary, or even desirable, to com- 
pletely remove the noise from the microphone sig- 
nal. Most often, the atmosphere given by a natu- 
ral sounding residual noise is prefered by the far end 
speaker. An even more important motive to preserve 
some level of background noise is that an attempt to 
a complete removal often leads to a very uncomfort- 
able residual noise in form of “musical tones” and to 
severe distortions of the near end speech. 

The residual noise as well as the nea.r end speech will 
also, to some extent, mask the residual echo left, by 
the echo compensator. To achieve the above goals 
the filter H therefore should balance the extent of 
noise reduction and residual echo suppression, such 
that a low amount, of natural sounding background 
noise, but no residual echo, can be heard in the 
output signal Z(;(k). Any algorithm with this pur- 
pose needs some information about the noise and 
the residual echo. This will be discussed in the next, 
section. 
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Figure 2: Interpretation of the echo compensa- 
tion as a transfer function F(fli). 

2 POWER SPECTRAL DENSITY ES- 
TIMATION 

For the combined reduction of residual echo and 
noise, separate estimations of the power spectral den- 
sities (psd) of the background noise and the resid- 
ual echo have to be performed. The noise psd - 
here denoted by Rnn(S2i), where Ri = &27r, i E 
{0,1:2,... ,iV-l} are discrete frequencies - can be 
estimated by the “Minimum Statistics” and ‘Spec- 
tral Minima Tracking” methods outlined in [6, 71. 
These methods have the advantage that the noise 
psd is estimated continuously, eliminating the need 
of a voice activity detector. They also allow some in- 
stationarity in the noise to be detected, which is vital 
for the noise reduction algorithm to perform well if 
R,, (&) is changing slowly. 

As the residual echo is only a function of the echo 
itself and the estimated echo, a model where the 
echo compensation is described by a transfer func- 
tion F(&) of a possibly noncausal system is useful 
[8]. This is illustrated in Figure 2. It leads to the 
identities 

b(k) = d(k) - 2(k) (1) 
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Figure 3: Time domain echo compensation: the 

magnitude of the echo, the magnitude error, 
and the phase error (in radiaJls), for a sample 
speech frame. 

By combining the Eqs. (3) and (4), the psd of the 
echo, Rdd(Ri), and psd of the the residual echo, 
Rbb(Ri), can be written as functions of the transfer 
function F(fli) and the psd of the estimated echo, 

QitW 

(6) Rdd(fld = (1 _ &))2 Rd7i(Ri) 

R&-h)= (1$$)2R#i). (7) 

b(k) = f * d(k), 

and in the frequency domain 

B(fli) = D(fli) - 6(!2i) 
B(fli) = F(!2i)D(fli). 

(2) 

(3) 

(4 

The problem of estimating Rbb(Sli) then changes into 
the estimation of the transfer function F(&). 

If no near end speech and no near end noise is 
present, i.e. a noise free single talk situation where 
y(k) = d(k) and e(k) = b(k), F(&) can be calculated 
from Eq. (3), 

The time domain echo compensation is perfomzd by 

amplitude and phase. That is, the phase of D(fli) 
is a good estimat.ion of the phase of D(@). It 
has been verified by simulations that this st,atement 

holds whenever the magnitude of fi(ni) is a good es- 
timat.e of the magnitude of D(fli). A sample-frame 

of ID(n of the magnitude error ]D(Ri)]r ID(&)], 

and of the phase error arg{D(Ri)} - arg{D(&)} are 
shown in Figure 3. It can clearly be seen that at fre- 
quencies where the echo is strong, the phase error is 
very close to zero. A large phase error can only be 
found at frequencies where ID( is very small or 

(8) 

However, as this situation seldom prevails, another 
solution must be found. 

Assuming statistical independence between the near 
end speech s(k), the noise n(s), and the echo d(li) 
respectively the residual echo b(lc), we can write the 
power spectral densities of the microphone signal 
y(L) and the compensated signal e(k) as 

R,,(%) = R,,(%> + R,,Wi) + &c&i) 
&e(G) = Rw(%> +&n(G) + ha(%). (9) 

zero. 

With this knowledge we can make the assumption 

ag{E(%)} M WS{o(%)}, (5) 

from which follows arg{F(f&)} x 0, i.e. F(0i) can 
be approximated by a real valued function. 

Combining the above equations with Eqs. (6) and 
(7) we arrive at an expression for estimating F(fl,), 
which can now be calculated from known signals, 

IWAENC’97 161 



3.1 Weighting Rules as Function of SNR 

A practical way of describing some common weight- 
ing rules is as functions of the a priori and a poste- 

rioti signal-to-noise ratios [ll]. In our context the 
frequency dependent a priori SNR is defined as 

-0.1’ I 
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200 250 

Figure 4: A sample of the estimated transfer 
function F(&). 

Eq. (10) is only valid when Rd7i(f&) # 0. Under 
some circumstances, for example when the estimated 
echo psd is very weak compared to the microphone 
signal psd, Eq. (10) can, owing to psd estimation 
errors and finite numerical accuracy, lead to wrong 
results. Therefore, potential errors must be excluded 
from the calculation. In our algorithm this is done 
in five steps: 

1. 

2. 

3. 

4. 

5. 

Limit F(&) to some reasonable range 

[Knm 7 Knazl. 

Consider only F(Ri) at frequencies where 
R,dfli) is not to0 small. 

Split, t,he frequency range in N subbands. 

In each subband calculate the mean value l% 
of those F(ni) which satisfies the condition in 
step 2. 

At each frequency Ri, set F(&) t,o the corre- 
sponding mean value pm. 

The transfer function P(ni) estimated this way will 
then be used for the estimation of &,(Ri) using Eq. 
(7). It will possess a step-shape as illustrated in Fig- 
ure 4. 

3 SPECTRAL WEIGHTING RULES 

For the purpose of noise reduction several weighting 
rules H,,(f&), which modify only the spectral am- 
plitudes of the input signal, leaving the phase un- 
changed, have been developed. Among them are 
the familiar Minimum Mean Square Error (MMSE) 
Wiener filter, newer methods such as the Minimum 
Mean Square Error Short-Time Spectral Amplitude 
estimator (MMSE-STSA) [9] and its derivative, the 
Logarithmic Spectral Amplitude estimator (MMSE- 
LSA) [lo]. 

(11) 

and the a posteriori SNR as 

where E(a) denotes the expectation operator. The 
Wiener weighting rule for noise supression can then 
be written as 

Hn(W = 
SNRi(f&) 

SNR;(Ri) + 1’ (13) 

To at.tenuate the residual echo, N(0,) in Eqs. (11) 
and (12) can be substituted by the Fourier transform 
of the residual echo, B(&). We then get the two cor- 
responding a priori and a posteriori SNR expressions 
refering to the residual echo. 

The a posteriori SNRs refering to the noise or 
the residual echo are calculated using instantaneous 
spectral components of E(fli) and estimations of the 
psds R,,(fli) and Rab(Ri), respectively. The a pri- 
ori SNRs are commonly estimated by a “decision di- 
rected” approach [9]. In this estimation the smooth- 
ing constant Q is a decisive factor. The choice of 
this parameter depends strongly on the characteris- 
tics of the signal component to be removed. For the 
purpose of noise reduction, experiences have shown 
that oy, (the index n denotes that this constant be- 
longs to the estimation of SNRi(Ri)) should be cho- 
sen to a, = 0.97 . . .0.99, depending on such factors 
as sampling frequency, FFT-length, overlap-length 
etc. This will lead to a satisfying level of noise reduc- 
tion without attenuating near end speech transients 
too much. 

As the residual echo is a speech-like signal with char- 
acteristics different, from those of noise, the param- 
eter CQ for estimating SNRi(Ri) must be optimized 
anew. Here (Yb x 0.90 has been found to lead to a 
good compromise between near end speech quality 
and residual echo attenuation [8]. 

3.2 Combined Reduction of Residual Echo 
and Noise 

For the combined reduction of residual echo and 
noise we notice that b(lc) and n(k) are statistically 
independent and define the a priori SNR and the 
a posteriori SNR with respect to both components. 
For the a priori SNR this is 

wwi>12~ 
sNR’+n(ni) = E{IB(f&)l”} + E{IN(ni)12}’ (14) 
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Figure 5: Simulation results for the double talk 
situation. 

This equation can be rewritten as functions of the 
previously defined SNRs refering to either b(k) or 

n(k) 7 

svRi+?si) = (sjvR@J)-‘: (Sjvp(q)-l. 

(15) 

The a posteriori SNR is calculated analogous. 
SXJ?~+n(Qi) and Slvn~+,(&) are now used as pa- 
rameters for the chosen weighting rule. This kind of 
combination gives us a powerful and flexible way of 
treating the residual echo and noise reduction [12]. 
For example, the SNRs refering to the noise can be 
downward limited to some value to retain a low level 
of natural sounding background noise in the pro- 
cessed signal. 

4 RESULTS 

R,esults from simulations show a very significant re- 
duction of noise and residual echo for a wide range 
of signal-to-noise conditions. In Figure 5 the Echo 
Return Loss Enhancement for the echo compen- 
s&or C (ERLEc), for the combined system C + H 
(ERLEcH), the noise reduction (NR) and the seg- 
mental SNR as a measure of the near end speech 
distortion (SEGSNR.) are plotted as a function of 
the signal to noise ratio at the microphone. It can 
be seen that the higher the SNR is, the more the 
echo will be attenuated, whereas the noise reduction 
decreases. In t.he almost noise free case (SNR M 
25 dB), where the residual echo may be masked by 
the near end speech only, 30 dB echo attenuation is 
achieved. In the single talk situation this figure will 
rise to 50 dB. The robust estimation of the resid- 
ual echo psd presented in Section 2 and the flexible 
combination of noise and residual echo reduction as 
outlined in Section 3 are both vital components of 
the algorithm. 
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